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TABLE 1—Relative Risk of Cardiovascular Outcomes in Relation to Fruit and Vegetable Intake 
in Selected Cohorts

Adjusted Risk Ratioa

Study (Setting) Population Follow-up Outcome No. Servings per Day (95% Confidence Interval)

Joshipura4 (Nurses Health Study 84 251 women, 34–59 y 14 y Coronary heart disease Fruit and vegetables, 1 0.96 (0.94, 0.99) 

and Health Professional 42 148 men, 40–75 y 8 y Fruit, 1 0.94 (0.90, 0.98)

Follow-up Study) Leafy vegetables, 1 0.77 (0.64, 0.93)

Liu5 (Women’s Health Study) 39 876 women, mean age 5 y Cardiovascular diseaseb Fruit, quintile median

(SD) 52 (6) to 55 (7) y 0.6 1.0

1.3 0.71 (0.39, 1.26)

1.9 0.67 (0.37, 1.23)

2.6 0.79 (0.44, 1.42)

3.8 0.57 (0.30, 1.09)

Vegetables, quintile median

1.5 1.0

2.5 0.63 (0.35, 1.14)

3.4 0.59 (0.33, 1.09)

4.5 0.96 (0.54, 1.61)

6.8 0.45 (0.24, 0.89)

Joshipura6 (Nurses Health Study) 75 596 women, 34–59 y 14 y Ischemic stroke Fruit and vegetables, 1 0.94 (0.90, 0.99)

38 683 men, 40–75 y 8 y Citrus fruit, 1 0.81 (0.68, 0.96)

Leafy vegetables, 1 0.79 (0.62, 0.99)

Cruciferous vegetables, 1 0.68 (0.49, 0.94)

All stroke Fruit or vegetables, 1 0.96 (0.93, 1.00)

Gillman7 (Framingham Study) Men, 45–65 y 20 y All stroke, including transient Fruit and vegetables, 3 0.77 (0.60, 0.98)

ischemic attack

aAdjusted for cardiovascular risk factors (varied between studies): age; menopausal status; body mass index; smoking; exercise; alcohol use; energy intake; fat intake; multivitamin use; aspirin use;
postmenopausal hormone use; personal history of diabetes, hypertension, or high cholesterol; family history of myocardial infarction; systolic blood pressure; glucose intolerance; and left
ventricular hypertrophy.
bNonfatal myocardial infarction, stroke, percutaneous transluminal coronary angioplasty, coronary artery bypass graft, or cardiovascular disease–related death.
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DIET AND CARDIOVASCULAR
DISEASE

I read with great interest “A Motivational
Interviewing Intervention to Increase Fruit
and Vegetable Intake Through Black
Churches: Results of the Eat for Life Trial,”
by Resnicow and colleagues.1 Modifying
lifestyle risk factors has proven beneficial
in preventing or controlling chronic dis-
eases (cardiovascular disease and cancer)
and decreasing mortality.2,3 Resnicow et al.
found a significant difference in fruit and
vegetable intake among participants from
urban Black churches who underwent 3

motivational phone interviews in addition
to receiving culturally sensitive self-help
materials and usual educational material,
compared with participants who received
the latter 2 (group 2) or just the latter
(group 1).

Several additional points can be made.
First, this study proves once again the im-
portance of Black churches as a venue for
recruiting and retaining African Americans
from a wide range of age and socioeco-
nomic groups. However, the investigators
could have put their results into perspective
by relating the amount of change to the de-
gree of prevention of disease or risk factor
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modification. Indeed, the magnitude of ef-
fect, though statistically significant, may ap-
pear small.

During the 1-year follow-up, participants
in group 3 consumed, on average, 0.7 more
servings of fruit per day than participants in
group 1 and 0.6 more servings per day than
participants in group 2. The increase in veg-
etable intake was 0.5 and 0.4 servings for
the same group comparisons. Interestingly,
prospective studies do show a beneficial ef-
fect of a similar magnitude of combined
fruit and vegetable intake on the incidence
of coronary heart disease,3 nonfatal myocar-
dial infarction, stroke, coronary surgical pro-
cedures, and cardiovascular disease–related
death (Table 1).4–7

Second, a 1-year follow-up, even if it is
associated with positive outcomes, seems
short in the disease course. Hence the
methodological choices are either to per-
form longer studies or to monitor interme-
diate end points associated with hard end
points, such as weight or subclinical dis-
ease.8,9 It would also have been interesting
to see whether the method had different ef-
fects depending on participants’ initial
health status. Finally, we need more work
on how to recruit out-of-the mainstream
participants who have different sets of addi-
tional contextual risk factors and who also
deserve to have their risk factor profiles
modified.

Dietary behavior modification will con-
tinue to be an important issue in the preven-
tion and management of cardiovascular dis-
ease. Thus, this encouraging study calls for
more investigations that involve (1) intensi-
fying the intervention from “brief” to “full-
blown” motivational study, as suggested by
Resnicow et al., to assess whether the mag-
nitude of change is greater; (2) adding some
measurable intermediate end points that
have been related to hard pathological end
points; and (3) adding a time-series dimen-
sion with a longer follow-up period to deter-
mine the minimal maintenance period of be-
havioral change. This study illustrates that
achieving even small differences can make a
difference in cardiovascular outcomes for
high-disparity populations.

Rebecca Din, MD, MPH, PhD
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RESNICOW RESPONDS

My coauthors and I appreciate Din’s com-
ments. An interesting concern she raised is
that we could have better “put our results
into perspective by relating the amount of
clinical change to the degree of prevention of
disease or risk factor modification.” Din
points out, on the basis of the findings of sev-
eral prospective observational studies,1–4 that
the net relative increase of approximately 1
serving per day of fruits and vegetables in
the intensive intervention group could result
in a significant beneficial effect on disease
outcomes.

Projecting potential morbidity or mortality
effects from our intervention is complicated

by several factors. First, as Din notes, our
primary outcome was assessed only 1 year
from baseline. The extent to which the be-
havioral changes observed would be main-
tained beyond this relatively short follow-up
is unclear. Moreover, even if the change was
fully maintained, it is likely that the impact
on disease outcomes would be modest. Jo-
shipura et al.1 estimated that for 1 healthy
middle-aged adult to avoid a coronary heart
disease event, 1443 persons would have to
increase their consumption of fruits and veg-
etables by 1 serving per day for 12 years. Fi-
nally, the studies cited are observational in
nature, and the extent to which changing
fruit and vegetable intake improves disease
prognosis in healthy individuals is not well
understood.5

With regard to her question as to whether
the intervention may have had differential
effects on persons with prior disease, we
conducted new analyses and found that
baseline disease status did not interact with
the intervention.

Din raises several other important points,
including the need for longer-term follow-up
in health promotion intervention studies and
the need to include physiological outcomes
in such studies. She mentions the benefits of
conducting research in Black churches and
the importance of including the full socioeco-
nomic spectrum of African Americans in
public health research. We are currently con-
ducting a study that focuses on changing diet
and physical activity habits among African
American adults recruited through Black
churches.6

Ken Resnicow, PhD
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INDUSTRY ATTACKS ON SCIENCE 

I applaud Rosenstock and Lee for their article
“Attacks on Science: The Risk to Evidence-
Based Policy.”1 The authors describe tactics
used by a variety of interests to undermine
public health initiatives and suggest that the
scientific community understand these threats
and devise institutional responses to them.
They illustrate the need for action by re-
counting the measures used by an industry
group to delay the National Institute for Oc-
cupational Safety and Health and National
Cancer Institute (NIOSH–NCI) epidemiologi-
cal study of diesel exhaust. A lesser-known
aspect of this story exposes the mining indus-
try group’s duplicity and intensifies the call
for a public health response.

While the US Department of Health and
Human Services was engaged in its legal bat-
tle with the Methane Awareness Resource
Group (MARG), another cabinet-level agency
was hearing a much different tale from this
industry coalition. The US Department of
Labor (DOL) was engaged in rulemaking to
protect underground miners, the most heavily
exposed workers, from diesel particulate mat-
ter.2,3 In writing and at public hearings before
DOL officials, MARG expressed its support
for the NIOSH–NCI study. The group indi-
cated that it was “participating cooperatively
with government researchers”4 and that it
“endorsed the study.”5 At times, mining indus-
try executives extolled the study’s value, not-
ing that it “has the potential to fill in many
knowledge gaps.”6 MARG’s statements to
DOL officials suggested that the group ea-
gerly awaited the study’s results.

In reality, the opposite was true. The coali-
tion worked to block the workplace standards
by pressuring the Secretary of Labor to wait

for completion of the study. Industry repre-
sentatives argued that a delay in the new
rules was necessary because the science was
incomplete. One testified that the study would
“offer definitive data on the actual mining
population . . . not a biased view of various
academic studies.”7

The coalition, however, was actually en-
gaged in inventive legal maneuvers against
the Department of Health and Human Ser-
vices to thwart the epidemiological research.
Through its separate interactions with the 2
agencies (NIOSH and DOL), MARG success-
fully characterized itself as an active partici-
pant in and advocate for the study, at the
same time that it was amassing a written rec-
ord of opposition to the study. Ultimately, this
was a new twist to a tried-and-true strategy:
oppose protective regulations by arguing for
better science, and obstruct the research that
would enhance scientific understanding and
improve evidence-based policy. Such blatant
attacks on science will not be addressed by
government agencies. The public health com-
munity must answer the call.

Celeste A. Monforton

About the Author
The author was with the Occupational Safety and Health
Administration and the Mine Safety and Health Adminis-
tration, US Department of Labor, Washington, DC, from
1991 to 2001.
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(e-mail: cmonforton@yahoo.com)
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ROSENSTOCK RESPONDS 

Monforton’s letter underscores a main tenet
of our article, namely, that the prime motiva-
tion for vested interests’ undermining science
is to thwart the policy implications that may
follow. As director of the National Institute
for Occupational Safety and Health during
the time described, I can personally attest to
the dual and seemingly contradictory strategy
employed by a group of mine operators
(Methane Awareness Resource Group). On
the one hand, employ a battery of steps to
block, in the Department of Health and
Human Services, a sentinel diesel health ef-
fects study; on the other hand, attempt to
block, in the Department of Labor, regulatory
efforts to address diesel exposure. In both
cases, the group cited too much scientific un-
certainty and the need for more research.

The dual strategy was not a well kept se-
cret but was quite visible, and, all the more
disconcerting, remarkably effective. In fact,
the very same congressional decisionmakers
and their staffs—because the same committees
had jurisdiction over both agencies—were lob-
bied on both sides of the issue (delay research
and block regulation), often with success.

In addition to the other recommendations
made in our article, this case study of diesel
exhaust, which Monforton has aptly expanded
on, demonstrates the need for a multifaceted
response and reinforces one of our primary
recommendations: “First, consider the context
and the source of the attack. . . . [T]he eco-
nomically and politically powerful can too eas-
ily compromise the use of good science.”

Linda Rosenstock, MD, MPH
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the very same congressional decisionmakers
and their staffs—because the same committees
had jurisdiction over both agencies—were lob-
bied on both sides of the issue (delay research
and block regulation), often with success.

In addition to the other recommendations
made in our article, this case study of diesel
exhaust, which Monforton has aptly expanded
on, demonstrates the need for a multifaceted
response and reinforces one of our primary
recommendations: “First, consider the context
and the source of the attack. . . . [T]he eco-
nomically and politically powerful can too eas-
ily compromise the use of good science.”
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TRAINING THE PUBLIC HEALTH
EDUCATION WORKFORCE  

The important information presented by Alle-
grante et al.1 is timely, offering an initial
framework to assist in the planning and devel-
opment of training opportunities to enhance
the effectiveness of the public health educa-
tion workforce. Unfortunately, input from the
practicing health educators targeted for train-
ing appears to be missing from the discussion.

Although the competencies identified by
the consensus panel are important to con-
sider, continuing education programs have
been shown to be most effective when tai-
lored to suit the specific needs of the profes-
sionals participating in the training.2 Addition-
ally, continuing education training differs
from preservice training in that participants
typically have on-the-job experience and have
specific job-related tasks they are interested in
improving. A panel may be able to address
global issues related to health education job
skill needs. However, for workforce training
to be effective, emphasis must be placed on
the wants and needs identified by currently
employed health educators. 

In addition to content, careful considera-
tion must be given to identifying individuals
and organizations responsible for developing
and implementing training programs. An
organized approach and the cooperation of
many groups are important to the success of
this type of effort. Workforce training comes
from a less formalized training body than the
university-based educational programs that
teach entry-level and graduate competencies.
Who will be responsible for addressing the
continuing education needs of health educa-
tors? From where will the funding and moti-
vation for delivering this type of program
come? The success of health educators in ad-
dressing the changing needs of health educa-
tion and health promotion in the 21st century
relies heavily on the ability to provide a uni-
fied training focus. 

Furthermore, consideration must be given
to the multiple modes of delivery available
for the instruction and facilitation of educa-
tional programs. In 1997, a report from the
Public Health Functions Project3 suggested
that public health workforce training pro-
grams should maximize the use of evolving

technologies such as distance learning. How-
ever, as Ehrmann cautions, “If you’re headed
in the wrong direction, technology won’t
help you get to the right place.” 4(p21) Little
evidence-based research is available to draw
from as health education workforce training
programs are put into practice, and careful
consideration must be given to the process
to ensure movement in the right direction.

Jane Ellery, MA
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ALLEGRANTE ET AL. RESPOND

We thank Ellery for her comments on our ar-
ticle. Nineteen of the 25 members of our con-
sensus panel were currently-employed public
health educators in local, state, and federal
health agencies. We agree that the issue of re-
sponsibility for the continuing education
needs of health educators is an important
one. As we pointed out, it will require both
cooperation and investments on the part of
professional associations, universities, govern-
ment, and foundations.

We certainly agree that continuing educa-
tion will require “multiple modes of delivery”
and emerging technologies to reach public
health professionals with the new understand-
ings we identified. Moreover, while the evi-
dence base for health education has matured
significantly in the last 30 years, Ellery is cor-

rect to point out that much work remains to
be done.

The results of our consensus panel, along
with others,1,2 constitute only an important
first step. We sought to bring attention to a
critical issue in strengthening the public
health infrastructure.3 There has already been
significant dialogue and action.

The Centers for Disease Control and Pre-
vention initiated and continues to support the
Strategic Plan for the Development of the
Public Health Workforce, including the con-
tinuing education needs of all public health
professionals. Representatives of health edu-
cation have been actively involved since the
inception of this plan. Several health educa-
tion organizations jointly have developed a
15-month long Public Health Education
Leadership Institute to enhance leadership
capacity to perform public health essential
services.4

The Society for Public Health Education
and the Association for the Advancement of
Health Education are also engaged in joint ef-
forts to review accreditation of health educa-
tion professional preparation programs to en-
sure that both entry-level and advanced
practice address the competencies and skills
that our panel found to be critical. Finally, the
Coalition of National Health Education Orga-
nizations has catalyzed multisector involve-
ment to address the continuing education
needs of the profession.5

The quality assurance movement in public
health will have an important impact on state
and federal employment policies in hiring
health educators. Despite the progress we
have made in credentialing, many issues will
continue to be debated in the coming decade,
including the question of continuing educa-
tion.6,7 We would like nothing more than to
see Ellery and others who understand the im-
portance of maintaining the best possible
public health workforce take up the work of
looking beyond experts and content to better
identify specific training needs and to devise
innovative, responsive continuing education
opportunities.

John P. Allegrante, PhD
Robert W. Moon, MPH

M. Elaine Auld, MPH, CHES
Kristine Gebbie, DrPH, RN
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MISUNDERSTANDING THE WORLD
HEALTH REPORT 2000 

Coyne and Hilsenrath’s piece on the World
Health Report 2000 is a welcome contribu-
tion to the US discourse on the nature and
goals of the important document from the
World Health Organization.1 However, the
depth of analysis and some of the interpreta-
tion in that article need clarification and may
be contested.

Their statement that “[t]he emphasis on
[disability-adjusted life expectancy] can be
misleading and undermines rankings for
countries with low life expectancy but other-
wise good health systems” is itself misleading.

Disability-adjusted life expectancy is just
that—it adjusts (and does not change) the na-
tional life expectancy for the duration of time
spent in states of less than perfect health. In
other words, it is the duration, severity, and
magnitude of disability that determine the ex-
tent of this adjustment. In addition, countries
with low life expectancies have a high compo-
nent of premature mortality (e.g., infant and
child mortality); therefore the component of
life expectancy affected by disability is quite
small.2

Judgment of a health system has to be
linked with performance and the achievement
of health outcomes, as in the World Health
Report 2000. A good health system is ex-
pected to increase the health status of the
population, and an important measure of that
status is overall life expectancy. Evaluations of
health systems that consider systems “other-
wise good” in the absence of measurable
changes in health outcomes need to be care-
fully interpreted, because the core mission of
the health system is not being achieved.

The authors put forth a more disturbing
claim, whose basis is unclear, that “[e]quity is
not universally considered desirable and is
difficult to achieve in heterogeneous soci-
eties.” The value placed on equity has been
central to global health dialogue since the
start of the primary health care movement at
Alma-Ata in 1978.3 The focus on equity has
also been considered a central mission of
health systems at the country level.4 It is con-
fusing to read a statement that reduces the
operational notion of justice and fairness to a
less than desirable status. Moreover, the fact
that equity is difficult to achieve has no merit
in terms of its value as a vision for health sys-
tems around the world.

In describing the case of the United States,
only 1 country of 191countries considered in
the global report, the authors state that ad-
vances in health technologies have not been
captured in the report. First, that was never
the intent of the report and therefore was not
the purpose of the methods. Second, not all of
the $22 billion spent on research in the
United States in 1999, or the $74 billion
spent on health research in the world in
1998, is spent on the production of health
technologies; rather, it funds a broad mix of
basic science and operational research.5

These investments do not all result in health
technologies, nor are they predictable in
terms of their output.

The authors seem to confuse the measure-
ment of a system with the next step, which is
the ability to intervene. These are distinct as-
pects of the analysis of a health system and
should not be confused, since many problems
can be measured and monitored even though
interventions may not be currently available.
That is where the role of research and devel-
opment becomes critical.

It is common knowledge that a wide vari-
ety of health determinants, such as education,
lie outside the health sector—in addition to
key determinants that are within the purview
of the health sector. Assessing the best actions
for specific health problems or for the health
system as a whole will require consideration
of a multisectoral approach. However, the
health system can be held responsible only
for those interventions within its mandate,
and this was made clear in the definition of a
health system at the beginning of the World
Health Report 2000.

Finally, the World Health Organization es-
tablished several committees in response to
valid critiques of the report, and the method-
ology and empirical work has progressed
greatly in the past 2 years. It is critical that
academia challenge such global developments
in a dynamic way, and yet understanding the
nature and application of methods within the
global context should be part of the construc-
tive critique.
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COYNE AND HILSENRATH RESPOND 

We are appreciative of Hyder’s thoughtful re-
sponse to our piece on the World Health Re-
port 2000. Overall, we think the methodolog-
ical concerns he raises are important, and that
our differences are due not only to discipli-
nary approach but also to practical realities of
methodologies employed by the World
Health Organization (WHO).

With regard to disability-adjusted life ex-
pectancy and health system performance, the
intent of adjusting life expectancy is to ac-
count for time spent in less than perfect
health; however, we lack confidence in dis-
ability-adjusted life expectancy because of
(1) the lack of data on disability prevalence
across regions (P. Musgrove, unpublished
manuscript, 2002), and (2) the fact that
disability-adjusted life expectancy provides in-
sufficient additional information compared
with unadjusted life expectancy.1

Undeniably, health outcomes are critical,
but such aggregates may conceal perform-
ance, as in South Africa, where AIDS is over-
whelming a medical system with many good
features. The reasons for the HIV/AIDS epi-
demic in South Africa are complex and can-
not be laid on the doorstep of the medical, or
even the health, system. These reasons have
deep socioeconomic roots that transcend the
measures used in the World Health Report
2000.2

With respect to the issues of equity and
technology, the American Heritage Dictionary
of the English Language defines equity as “the
state, quality, or ideal of being just, impartial,
and fair.” To many, a just and fair distribution
of health resources and health outcomes is
not necessarily an equal one. Certainly in the
United States there is no consensus that all

citizens are entitled to the same health bene-
fits, and we would submit that many finance
ministries around the world, which have
much to say about the allocation of health re-
sources, do not share the egalitarian notions
of equity commonly found within public
health circles.

Furthermore, technology should have been
a dimension of efficiency and performance
captured by the WHO report. The notion of
dynamic efficiency is central to economic the-
ory, and it is technology, more than any other
single factor, that has raised living standards
for so much of the world’s population. To ig-
nore this element, particularly at a time when
health-related technologies are a driving force
in economic growth, is to disregard a very
important dimension of health sector effi-
ciency and performance—a dimension that is
particularly important for future generations
everywhere.

In terms of interventions, undoubtedly the
WHO report could have gone further in dis-
cussing interventions for the benefit of devel-
oping health policies, as noted by the editor-
in-chief of the report: “What it has yet to
provide is a convincing demonstration that
the information constitutes evidence for guid-
ing or assessing health policy” (P. Musgrove,
unpublished manuscript, 2002).

We support the scholars’ continuing to
challenge cross-country comparative studies.
Although we feel that the results of our criti-
cal analysis are correct, comments such as
Hyder’s provide a helpful platform for such
challenges. Through such exchanges, the
scholarly community can help to build more
complete databases and analytic tools that in
turn will help in the formulation of policies
for improved global health.

Joseph S. Coyne, DrPH
Peter Hilsenrath, PhD
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NAVARRO RESPONDS 

I agree with Hyder’s normative statement that
equity should indeed be considered desirable
in health policy. As Coyne and Hilsenrath in-
dicate, however, such a goal is not universally
accepted, as evidenced by the growing health
inequalities between and within countries.
But Coyne and Hilsenrath are just plain
wrong when they justify (at least in part) the
existence of those inequalities while indicat-
ing that equity is difficult to achieve in hetero-
geneous societies. Actually, during the 1950s,
1960s, and 1970s, China, which has more
ethnic diversity and a larger population than
India, had lesser regional and class health dif-
ferentials and better health indicators than
India, even though its GNP per capita was
lower.1

Hyder is right when he calls for evaluating
health systems’ performance by looking at
their impact on health outcomes, but he is
wrong in believing that mortality is a good
outcome measure of the effectiveness of
health care. At least in the developed coun-
tries, where most morbidity is chronic, med-
ical care does more caring than curing, and
thus its impact on curing and on reducing
mortality is small. The overall level of mortal-
ity in a country depends on many other inter-
ventions besides health care interventions.

Vicente Navarro, MD, PhD, DrPH
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Ethics in Public Health
This month the Journal opens a forum for dis-
cussion on ethics in public health research and
practice. As argued by James Thomas and his
colleagues in their lead editorial, at the crux of
public health ethics is “the need to exercise
power to ensure the health of populations and at
the same time to avoid potential abuses” (p1057).
How are we to ensure that all populations bene-
fit from recent advances in treatments, therapies,
and technologies? The authors in this month’s
Health Policy and Ethics Forum review the
heightened ethical scrutiny of public health re-
search in the United States, pose challenging
questions regarding research collaborations be-
tween developed and developing countries, and
suggest mechanisms for fostering a culture of
ethics in public health that will both engender
public trust and reduce health inequities.

Sarah Putney and Sofia Gruskin open the
forum by providing background and a thoughtful
explanation for the dramatic “shutdowns” of US-
based institutions by the federal Office for Human
Research Protections and its predecessor, the Of-
fice of Protection Against Research Risks (page
1067). Next, Leonard Glantz challenges the pub-
lic health research community to “closely exam-
ine, understand, and try to address the legitimate
legal and ethical issues that so concerned [the
only 2 courts that have addressed nontherapeutic
research with nonconsenting subjects].” (p1073)

In a companion paper, Anna Mastroianni and
Jeffrey Kahn provide a lucid overview and criti-
cal analysis of Grimes v Kennedy Krieger Institute,
Inc, a legal case that has “sent shockwaves”
through the public health and environmental jus-
tice communities (page 1073). Indeed, the Mary-
land Court of Appeals went so far as to compare
the Kennedy Krieger Study (1993–1995), de-
signed to measure the effectiveness of differing
levels of lead abatement in housing, to the infa-
mous Tuskegee Syphilis Study (1932–1972),
wherein African American men were denied ef-
fective treatment in order to assess the natural
history of their disease. While some may take
issue with this analogy, it is hard to sidestep its

significance. According to Mastroianni and Kahn,
“Real exploitation is obviously unacceptable, and
perceived exploitation serves to undermine trust
in research and researchers.” (p1073)

This is true not only in the United States, but
throughout the world, as the last 2 forum contri-
butions make clear. Despite the tremendous po-
tential and promise of the so-called “genomic
revolution,” Tikki Pang warns, “Genomics brings
with it complex new ethical, legal, social, and
economic implications.” (p1077) To combat global
inequities in health care and benefit all con-
cerned, he calls for the development of creative
and effective research partnerships between the
developed and developing world. Leslie London
believes that if this goal is to be achieved, it is
imperative to recognize the agency of vulnerable
groups, communities, and countries in the ethical
review process; otherwise, they will remain pas-
sively “in need of protection” instead of being
the managers of their own health (page 1079).

In the wake of the events of September 11,
controversy exists regarding the proposed rec-
ommendations in the Model State Emergency
Powers Act. The prospect of unprecedented po-
lice and public health powers in the face of sus-
pected bioterrorist activities without appropriate
checks and balances has raised public fears, for
example, that some populations will be quaran-
tined while others receive medical services. In
an approval process accelerated in response to
these threats, APHA became the first public
health organization to adopt the “Principles of
Ethical Public Health Practice,” published in this
issue (page 1058). Although these principles
alone cannot ensure the protection of popula-
tions or hold agencies accountable for abuses of
power, they aim to ensure an ethical basis for
public health practice. Public trust will be won
only if effective protection is afforded to all.

Mohammad N. Akhter, MD, MPH
Executive Director, APHA

Mary E. Northridge, PhD, MPH
Editor-in-Chief
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 EDITORIAL

A Code of
Ethics for
Public Health  

The mandate to ensure and pro-
tect the health of the public is an
inherently moral one. It carries
with it an obligation to care for
the well-being of communities,
and it implies the possession of an
element of power to carry out
that mandate. The need to exer-
cise power to ensure the health of
populations and, at the same time,
to avoid abuses of such power are
at the crux of public health ethics. 

Until recently, the ethical na-
ture of public health has been im-
plicitly assumed rather than ex-
plicitly stated. Increasingly,
however, society is demanding ex-
plicit attention to ethics. This de-
mand arises from technological
advances that create new possibil-
ities and, with them, new ethical
dilemmas; new challenges to
health, such as the advent of HIV;
and abuses of power, such as the
Tuskegee study of syphilis.

Medical institutions have been
more explicit about the ethical
elements of their practice than
have public health institutions.
However, the concerns of public
health are not fully consonant
with those of medicine. Thus, we
cannot simply translate the princi-
ples of medical ethics to public
health. In contrast to medicine,
public health is concerned more
with populations than with indi-
viduals, and more with prevention
than with cure. The need to artic-
ulate a distinct ethic for public
health has been noted by a num-
ber of public health professionals
and ethicists.1–5

A code of ethics for public
health can clarify the distinctive
elements of public health and the
ethical principles that follow from
or respond to those elements. It

can make clear to populations and
communities the ideals of the pub-
lic health institutions that serve
them, ideals for which the institu-
tions can be held accountable.

THE PROCESS OF
WRITING THE CODE

The backgrounds and perspec-
tives of people who identify
themselves as public health pro-
fessionals are as diverse as the
multitude of factors affecting the
health of populations. Articulating
a common ethic for this diverse
group is a formidable challenge.
In the spring of 2000, the gradu-
ating class of the Public Health
Leadership Institute chose writing
a code of ethics for public health
as a group project. The institute
provides advanced leadership
training to people who are al-
ready in leadership roles in pub-
lic health. Because the fellows
bring a wealth of experience from
a wide variety of public health in-
stitutions, they are uniquely able
to represent diverse perspectives
and identify ethical issues com-
mon in public health. 

At the 2000 meeting of the Na-
tional Association of City and
County Health Officers, the group
added a non-institute member
( J.C. Thomas) and charted a plan
for working toward a code. The
plan included receiving a formal
charge as the code of ethics work-
ing group at the annual meeting of
the American Public Health Asso-
ciation (APHA); reviewing codes
written by other organizations,
particularly those within public
health (the American College of
Epidemiology and the Society of
Public Health Education); and bal-

ancing open participation with ef-
ficiency in writing the code.

The latter aim was achieved by
having a small number of people
write an initial code, then inviting
feedback on it and each succes-
sive version from progressively
broader audiences. The audi-
ences reacting to the code drafts
were (1) the working group itself;
(2) an additional 19 ethicists and
representatives from various pub-
lic health agencies gathered in a
meeting at the University for
Health Sciences in Kansas City to
critique the code; and (3) APHA
members (via the APHA Web
site, where the code was posted
and feedback was solicited, and
the 2001 annual meeting). 

THE CONTENT 
OF THE CODE

The consensus reached during
the review process was that while
people outside the public health
establishment might find the code
useful, it should be directed to
those in traditional public health
institutions, including public
health departments and schools
of public health. Similarly, while
people working in public health
throughout the world may find
the code helpful, it was written
with the American public health
system in mind. Although touch-
ing on aspects of research, the
focus of the code is principally on
public health practice. 

While acknowledging the value
of a set of principles for individu-
als, and the fact that institutional
policies are often carried out by
individuals, the working group
wrote the code for institutions.
One reason was the definition of
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Principles of the Ethical Practice of Public Health 

1. Public health should address principally the fundamental causes of disease and

requirements for health, aiming to prevent adverse health outcomes.

2. Public health should achieve community health in a way that respects the rights of

individuals in the community.

3. Public health policies, programs, and priorities should be developed and evaluated

through processes that ensure an opportunity for input from community members.

4. Public health should advocate for, or work for the empowerment of, disenfranchised

community members, ensuring that the basic resources and conditions necessary for

health are accessible to all people in the community.

5. Public health should seek the information needed to implement effective policies and

programs that protect and promote health.

6. Public health institutions should provide communities with the information they have

that is needed for decisions on policies or programs and should obtain the

community’s consent for their implementation.

7. Public health institutions should act in a timely manner on the information they have

within the resources and the mandate given to them by the public.

8. Public health programs and policies should incorporate a variety of approaches that

anticipate and respect diverse values, beliefs, and cultures in the community.

9. Public health programs and policies should be implemented in a manner that most

enhances the physical and social environment.

10. Public health institutions should protect the confidentiality of information that can

bring harm to an individual or community if made public. Exceptions must be justified

on the basis of the high likelihood of significant harm to the individual or others.

11. Public health institutions should ensure the professional competence of their

employees.

12. Public health institutions and their employees should engage in collaborations and

affiliations in ways that build the public’s trust and the institution’s effectiveness.

public health first articulated in
the Institute of Medicine report
The Future of Public Health and
used in the code: “What we, as a
society, do collectively to assure
the conditions for people to be
healthy.”6 Others have also noted
that one of the differences be-
tween public health and medicine
is that public health is most often
delivered by government institu-
tions to a population rather than
by one person to another.3

The writers of the code aimed
for a document that could fit on a
single page and be easily posted.
This concise statement of 12 ethi-
cal principles (box on this page) is
accompanied by a series of other
documents, including a preamble
that explains the purpose of the
code; a list of 14 values and be-

liefs inherent to a public health
perspective that underlie the ethi-
cal principles; and notes on the
ethical principles to more fully
explain their intent. (All of the
components are posted on the
Web, and are available at http://
www.apha.org/codeofethics.) 

Reviewers of the code pre-
ferred positive rather than nega-
tive wording of the ethical princi-
ples. For example, the principle
addressing conflicts of interest
(number 12) is worded as an affir-
mation of collaboration with the
proviso that it be done in a way
that enhances the public’s trust in
the institutions. 

The code draws upon several
ethical concepts. The more indi-
vidualistic notion of human rights
appears in the second principle as

a necessary point of tension with
the communitarian concern for
the well-being of communities.
Theories of distributive justice un-
derlie the fourth principle, which
speaks of the need for basic re-
sources and conditions necessary
for health among the disenfran-
chised. Duty as an ethical motiva-
tion is represented in several of
the principles, such as the obliga-
tions to provide information in
some instances and to protect it in
others.

One of the beliefs inherent to a
public health perspective is that
each person both affects and de-
pends upon others. This interde-
pendence between humans un-
derlies the most fulfilling aspects
of relationships and community
as well as conflicts between peo-
ple. Interdependence is the com-
plement to autonomy, a domi-
nant principle in medical ethics.
Without denying that individuals
have a right to some role in deci-
sions that affect them, a recogni-
tion of interdependence serves as
a correction to an overly individ-
ualistic perspective that is incon-
sistent with public health’s con-
cern with whole communities
and populations.

The principle of interdepend-
ence between individuals lies be-
hind the preeminence given to the
health of communities in the 2nd
principle of the code. Interdepen-
dence between institutions and
the need for collaboration under-
lies the 12th principle, and the in-
terdependence inherent to ecolog-
ical systems underlies the 9th
principle, which addresses the
physical and social environments.

DISSEMINATION AND
ADOPTION OF THE CODE

For the code to be truly useful
it must be broadly disseminated
and adopted by public health in-

stitutions. Adoption by key na-
tional agencies and organizations
will imbue the code with a de-
gree of moral authority that will
increase both its utility and the
likelihood that it will be adopted
and used by national, state, and
local institutions. On February
26, 2002, the APHA Executive
Board formally adopted the
code, making APHA the first na-
tional organization to do so. This
endorsement provides the code
of ethics working group with an
important tool for talking about
adoption with other organiza-
tions and agencies, such as the
Centers for Disease Control and
Prevention, the National Associa-
tion of City and County Health
Officers, the Association of State
and Territorial Health Officials,
and the Association of Schools of
Public Health. Members of these
institutions contributed to the
creation of the code, which
should help with the next step of
adoption. 

Once a government agency or
professional organization adopts
the code, it will need to build
these ethical principles into its
policies and procedures, to the
extent that it has not already
done so, and train its employees
in ways that ensure the imple-
mentation of the principles.
Schools of public health should
teach the code to their students.
Since many public health profes-
sionals do not have a formal de-
gree in public health, there will
also be a need for continuing ed-
ucation or extension courses that
include the code of ethics and
how to use it.

For each of these tasks there
will be a need for new tools.
These might include materials
for teaching the code, such as
case studies illustrating the appli-
cation of each of the 12 ethical
principles; a workbook that helps
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an institution consider how it
might build the ethical principles
into its policies and practices;
and an oath to be recited by indi-
viduals as they graduate from a
school of public health or as they
are hired by a public health insti-
tution (the code of ethics working
group is now considering writing
such an oath). 

FUTURE IMPROVEMENTS

The code of ethics, as it now
stands, is the first explicit state-
ment of ethical principles inher-
ent to public health. It is a signifi-
cant step forward, but it is
unlikely to be the last step. Al-
though the code was developed
with broad input, we will gain
new insights about its strengths
and weaknesses as it is imple-
mented. Moreover, as the world
changes, public health profes-
sionals will become sensitized to
new ethical issues. We anticipate,
then, a time when the code will
need to be updated.

To facilitate this process, the
code will be posted on the Web
in an interactive format that will
welcome comments and will
allow people to read others’ com-
ments. A standing committee of
the Public Health Leadership So-
ciety will actively engage public
health professionals and ethicists
in the consideration of periodic
updates to the code, which will
incorporate lessons learned and
comments received over time. In
the near future, however, the
code should prove to be a useful
tool in clarifying the values and
purposes of the public health pro-
fession and enabling it to more
often achieve its high ideals.
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Critical Policy Challenges in the Third Decade 
of the HIV/AIDS Epidemic

| Jennifer Kates, MPA, MA, Richard Sorian, Jeffrey S. Crowley, MPH, and Todd A. SummersNumerous policy challenges
continue to face the United
States in the third decade of
the HIV/AIDS pandemic, in
both the health and foreign pol-
icy arenas. They include long-
standing questions about care,
treatment, prevention, and re-
search, as well as new ones
introduced by the changing na-
ture of the epidemic itself and
the need to balance demands
for limited resources.

These challenges concern
the United States not only in
its role as a world leader in
combating a global epidemic,
but in its decisions and focus
at home, where the epidemic
continues to take a toll. (Am
J Public Health. 2002;92:
1060–1063)

THE XIV INTERNATIONAL AIDS
Conference will take place in
Barcelona, Spain, in July 2002.
This year’s conference is notable
on several fronts: it follows the
Durban Conference, the first in-
ternational AIDS conference to
be held in a developing country
deeply affected by the epidemic;
it comes one year after an un-
precedented special session of
the United Nations General As-
sembly on HIV/AIDS; and it is
the first international conference
to take place since the events of
September 11, 2001.

The policy challenges facing
the United States in the third
decade of the pandemic are
both long-standing—such as
questions about care, treatment,
prevention, and research—and
new—including the challenges
introduced by the changing na-
ture of the epidemic itself and
the need to balance demands
for limited resources. The
United States must meet these
challenges both at home, where
the epidemic continues to take a
toll, and on the global front,
where US leadership is needed
to help combat the epidemic.

THE US EPIDEMIC

Since the beginning of the epi-
demic in the United States, close
to 800000 AIDS cases have
been reported, and more than
450000 people have died.1 Na-
tionally, 850000 to 950000
Americans are estimated to be
living with HIV/AIDS.2 While
HIV/AIDS is a national epi-
demic, it has had an especially

severe impact on certain groups,
including gay and bisexual men,
injection drug users and their
sexual partners, young people,
and racial and ethnic minorities.
The epidemic is also increasingly
affecting women and economi-
cally disadvantaged communi-
ties.3 In addition, recent data
suggest that the era of sharp de-
clines in AIDS deaths and new
AIDS diagnoses, brought on by
the introduction of better thera-
pies in the mid-1990s, may have
come to an end.4 Within this
context, there are several critical
challenges.

Reducing New Infections
Efforts to raise awareness

about HIV/AIDS and change
risky behaviors have helped to
slow the number of new HIV
infections in the United States
from more than 150 000 per
year in the mid-1980s to
40 000 today. Yet the United
States has continued to experi-
ence about 40 000 new infec-
tions each year since the early
1990s.5 The recent stabilization
in the number of AIDS cases
and deaths is also cause for
concern. 

A key aspect of HIV preven-
tion is the frequent collision be-
tween politics and public health
science. Prevention interven-
tions have historically been
mired in controversy, owing in
part to the fact that HIV trans-
mission involves sex and drugs,
subjects with which many—poli-
cymakers included—are uncom-
fortable. This discomfort, and
the absence of a national con-

sensus, has affected the use of
proven strategies for reducing
the number of new infections,
including targeting at-risk popu-
lations and those who are HIV-
positive with tailored, culturally
specific interventions6; reducing
stigma, given that stigma may
contribute to risky behavior and
affect individuals’ willingness to
get tested or seek care5,7–10; inte-
grating prevention into the clini-
cal care setting11; and imple-
menting syringe exchange as
part of comprehensive preven-
tion programs for injection drug
users.12 There is also a need for
continued research to develop
new behavioral and clinical pre-
vention strategies, including top-
ical microbicides and vaccines.

Increasing the Number
of People Who Know Their
Status

About 400000 to 500000
people with HIV/AIDS in the
United States remain undiag-
nosed, untreated, or both, and
are therefore not receiving the
treatments that could forestall
disease progression or the pre-
vention supports needed to
avoid passing the virus to oth-
ers.2 Many continue to face eco-
nomic barriers to care, lacking
insurance coverage to help them
afford the high cost of HIV care,
which can average as much as
$20000 a year. Increasingly,
HIV affects those who are poor,
are outside the workforce, and
have a history of barriers to ac-
cess. Even among individuals
who have some resources, the
high cost of HIV care can
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quickly exhaust their assets and
leave them impoverished.13

As a result, people with HIV/
AIDS increasingly rely on the
public sector for care, primarily
Medicaid, Medicare, and the
Ryan White CARE Act.14 One
major barrier to Medicaid cover-
age is a catch-22 in eligibility—
most low-income people with
HIV must wait until they be-
come disabled by AIDS to be el-
igible for coverage of treatments
that can prevent disability. 

Strategies for addressing these
issues include increasing the
number of people who know
their HIV status by providing
more information to the public
and at-risk populations about vol-
untary HIV counseling and test-
ing; using new testing technolo-
gies, such as rapid testing, to
better target those most at risk;
furthering efforts to reduce
stigma and discrimination; and
increasing access to care and cov-
erage for people with HIV/AIDS
through expansions of public and
private coverage. For example,
Congress is considering the Early
Treatment for HIV Act, which
would address Medicaid’s catch-
22 by creating a new state option
to expand Medicaid coverage to
low-income people with HIV
who are not yet disabled.15,16

Addressing the Impact of HIV
in Minority Communities

HIV/AIDS disproportionately
affects racial and ethnic minori-
ties, as it has since the beginning
of the epidemic. HIV is the lead-
ing cause of death for African
Americans between the ages of
25 and 44 years and the third
leading cause of death for Lati-
nos in this age group.17 People
of color now represent the ma-
jority of new HIV infections
(74%) and people living with
AIDS (62%).1

The increasing concentration
of the epidemic among minority
Americans is due to many com-
plex factors, including social in-
equalities related to income and
race and stigma associated with
being gay or bisexual, which ex-
ists within minority communi-
ties as well as in the larger soci-
ety. These contextual forces
may operate at the individual
level to increase high-risk be-
haviors or at the societal level
by compromising community in-
frastructure for responding to
the epidemic. There is a critical
need to better understand
where and why these disparities
occur, what factors affect recep-
tivity to prevention messages
and health care access, and
whether public programs, par-
ticularly Medicaid and the Ryan
White CARE Act, are ade-
quately serving people of color.
Understanding the views of mi-
nority leaders and communities
toward HIV/AIDS is essential
to an informed response.18–20

The Minority HIV/AIDS Initia-
tive, adopted by Congress in
1999 after much community
pressure, has been one attempt
to enhance community capacity
to respond to HIV/AIDS.21

Addressing Rising Drug
Costs

Spending on prescription
drugs is one of the fastest grow-
ing components of US health
care spending,22 and spending
on HIV-related therapies is no
exception. Because access to
medications is critical for people
with HIV/AIDS and these drugs
are expensive, concerns have
been raised about rising expen-
ditures and the price of prescrip-
tion drugs. Policymakers are
faced with several questions:
Are there mechanisms for pur-
chasing drugs at lower prices,

such as purchasing in bulk or
through rebate programs?
Should government be involved
in limiting or controlling drug
prices? Should the public and
private sectors’ respective invest-
ments in drug research be con-
sidered in determining drug
pricing? Are there ways to use
existing resources more effi-
ciently, such as purchasing or
continuing private insurance
coverage for people with HIV?

Stimulating Research
and Development 

Despite significant public in-
vestment and progress in HIV
research, there is still no cure
for HIV and no vaccine against
the virus, and available treat-
ments, while effective for many,
do not help everyone and often
have severe side effects. There
is a great deal to learn about
how to use existing pharmaceu-
ticals safely and appropriately;
about long-term toxicities of the
multiple medications that are
being prescribed for people liv-
ing with HIV; and about the de-
velopment of drug resistance.
Priority research areas include
vaccine development, preven-
tion, microbicides, and therapeu-
tic research.

Policymakers are faced with a
complex array of decisions and
choices concerning research and
development: What is the role
of the federal government in
conducting therapeutics research
vis-à-vis private pharmaceutical
and biotechnology companies?
What is the best way to allocate
public research dollars for basic
science research vs clinical re-
search? Are public dollars—or
public policies—leading to re-
search that can answer some of
the questions about long-term
toxicities, resistance, and so
forth? Since barriers prevent pri-

vate firms from aggressively
conducting vaccine research,
should federal policymakers
fund this research directly or
provide incentives for private re-
search (e.g., through tax credits)?

Maintaining Attention
to the US Epidemic

After 2 decades of fighting
the HIV/AIDS epidemic in the
United States, it is not surprising
that there may be some signs of
“AIDS fatigue.” For example, al-
though Americans still rate
AIDS as a top health concern
for the nation, the proportion
who see it as the number one
health problem has declined
over the past few years.8 In ad-
dition, a recent report on the
role of private philanthropy in
responding to the epidemic
found that while philanthropic
support of global AIDS efforts is
on the rise, support for domestic
efforts has not grown.23 Yet as
the US epidemic continues to
exact an increasing toll on racial
and ethnic minority communi-
ties, maintaining attention to the
epidemic at home remains criti-
cal, even as the global response
gains attention.

THE GLOBAL EPIDEMIC

Worldwide, more than 60
million people have been in-
fected with HIV, and 20 million
have died. HIV is now the lead-
ing cause of death in Africa and
the fourth leading cause of
death worldwide. Most of the
impact has been felt in the de-
veloping world. Young people
and women are increasingly at
risk.24,25 In addition, it is esti-
mated that more than 40 mil-
lion children will have lost one
or both parents to HIV/AIDS by
2010, and these children will
also be at increased risk for
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HIV.26 The United States faces
several challenges in addressing
this global epidemic.

Identifying Appropriate
Forms of US Assistance 

The United States allocates
funding and other resources
used to address the global epi-
demic in several ways, including
direct financial assistance to
other countries, support for mul-
tilateral organizations such as
the Joint United Nations Pro-
gram on HIV/AIDS (UNAIDS),
and broader forms of develop-
ment assistance. This assistance
goes toward a variety of activi-
ties, including direct prevention,
care, treatment, and support
services and, increasingly, im-
pact mitigation efforts that ad-
dress the larger societal conse-
quences of the pandemic.

To date, the bulk of US for-
eign assistance in the fight
against the global pandemic has
been in the form of bilateral as-
sistance to other nations. While
the level of spending and other
resources made available is
clearly a fundamental compo-
nent of the US response, it is
also important to assess the
mechanisms by which resources
are allocated and their effect on
recipient countries and pro-
grams. These mechanisms in-
clude US agency activity; direct
assistance through government-
to-government agreements and
bilateral aid; contributions to
multilateral programs; loans to
developing countries; debt relief;
and direct assistance to non-
governmental organizations. For
example, since foreign debt is
one of the major barriers facing
developing nations’ ability to re-
spond to the epidemic, grants
and debt relief may represent
more viable options than
loans.27

Shaping the Global Fund to
Fight AIDS, TB, and Malaria

Total resources for address-
ing the HIV/AIDS epidemic in
the developing world are esti-
mated to be at least $7 to $10
billion annually.28 In April
2001, UN Secretary-General
Kofi Annan issued a call to ac-
tion to create a Global Fund to
fight HIV/AIDS as a mecha-
nism for mobilizing and coordi-
nating additional resources to-
ward this goal. The scope of
the fund was expanded to in-
clude tuberculosis and malaria
and plans for the fund began
later that year.29 The first
round of grants were an-
nounced in April 2002. The
United States has pledged
$300 million to date and has
earmarked an additional $200
million for fiscal year 2003,
which is awaiting congressional
approval.30

The US government has
played a critical role in shaping
decisions concerning the fund,
working with other govern-
ments, research and community
organizations, foundations, and
other private sector players.
Continued leadership from the
United States is needed to ad-
dress ongoing challenges includ-
ing mobilizing larger and sus-
tained contributions (and
articulating the appropriate role
of US commitments in this re-
gard); expediting disbursements
without sacrificing oversight and
accountability; establishing ex-
ecutive leadership and appropri-
ate staffing; and clarifying the
role of the Global Fund in the
context of other global AIDS ef-
forts (the fund is intended to
represent new resource commit-
ments, rather than funding redi-
rected from other health and in-
ternational development
efforts).29,31

Balancing Priorities
Research, care and prevention

are integral components of an
effective global or national HIV/
AIDS strategy, and understand-
ing the often complex relation-
ships between them is critical.
To date, the majority of US gov-
ernment spending on HIV/
AIDS in developing countries
has been for prevention, with
few resources allocated to
care.32 As the United States
seeks to promote an integrated
approach to the global pan-
demic, it will need to look at
ways to foster public–private
partnerships that support pre-
vention and care, including the
provision of antiretroviral thera-
pies (to prevent mother-to-child
transmission and to treat those
who are living with HIV) and re-
search in developing countries.

The issue of health care infra-
structure is fundamental to these
considerations. Definitions of in-
frastructure include such ele-
ments as the availability of
health centers, facilities such as
laboratories, and trained person-
nel; roads, equipment, supply
systems, and water; security; and
stability of government. There
has been some reluctance on the
part of the United States, other
nations, and the private sector to
provide increased or new sup-
port for certain interventions in
developing countries because of
concerns about existing infra-
structure. There is a need to im-
prove the understanding of the
definition and role of infrastruc-
ture in delivery of prevention
and treatment interventions in
resource-poor settings and to
identify ways to support infra-
structure enhancements. It will
be important to gain experience
in implementing infrastructure
development initiatives, assess-
ing the level of infrastructure

needed for different types of in-
terventions and insuring the ca-
pacity of indigenous institutions.

Promoting Access
to Treatment

The last couple of years have
witnessed important progress in
removing barriers to access to
treatment for people living with
HIV in developing countries.
Nonetheless, the cost of anti-
retroviral and other medications
far exceeds what is affordable
for most individuals in these
countries, raising concerns about
the need to balance intellectual
property rights protections with
greater access to medications
and propelling the discussion
into the realm of US and global
trade policy. Within this context,
several strategies are being ex-
plored to enhance access to
treatment, including the pur-
chasing of generic drugs, bulk
purchasing, parallel importation,
compulsory licensure, and tiered
pricing. In addition, UNAIDS
and individual nations have
worked with several pharmaceu-
tical manufacturers to forge
price reduction arrangements
for antiretroviral and other HIV-
related medications.33

CONCLUSION

Taken together, these chal-
lenges are formidable. Meeting
them will require resources and
leadership. Resources for the
epidemic have always competed
with other national priorities but
generally have fared well on
Capitol Hill. Still, total US sup-
port for international AIDS ef-
forts represents a smaller pro-
portion of gross national product
for the United States than for
many other wealthy nations.34

In addition, the President’s fiscal
year 2003 budget proposes flat
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funding for US prevention ef-
forts and the Ryan White CARE
Act.30 Resources, then, remain a
key, overriding challenge, un-
derscoring the need to demon-
strate that a response to HIV/
AIDS is connected to numerous
other areas, including national
security.

There are no easy choices.
Yet, as UNAIDS’ Peter Piot re-
cently noted, “the AIDS epi-
demic is different from any
other epidemic the world has
faced, and as such, requires a re-
sponse from the global commu-
nity that is broader and deeper
than has ever before been mobi-
lized against a disease.”35 The
United States continues to be in
a position to provide critical
leadership to such a response.
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Time, Place, and Consciousness: Three Dimensions 
of Meaning for US Institutional Review Boards
| Sarah B. Putney, JD, and Sofia Gruskin, JD, MIA

have brought heightened atten-
tion to human subject protections.
The institutional assurance mech-
anism is central to how a shut-
down can happen.

Institutions are licensed to use
federal funds to conduct research
with human subjects through an
assurance that is granted on the
condition that the institution
abide by certain terms. The fund-
ing agency can partially restrict or
suspend the assurance if there is a
failure in compliance on the part
of the grantee. Suspension in-
cludes revoking the privilege of
using federal funds to conduct re-
search with human subjects.1,2 In-
stitutions are given an opportunity
to remedy systemic failures that
may be affecting institutional re-
view board (IRB) operations be-
fore any suspension or shutdown
occurs. The self-assessment that
led to the drafting of this article
was, in fact, catalyzed by an
OHRP investigation into Harvard
School of Public Health genetic
epidemiological studies conducted
in urban and rural China.

The tragedy of human deaths
prompted shutdowns at the Uni-
versity of Pennsylvania3 and Johns
Hopkins.4 These public punish-
ments sent shock waves through
US institutions and gave IRBs, at

these institutions and elsewhere,
increased internal institutional at-
tention by providing real examples
of the willingness of the govern-
ment to exercise its power to se-
cure the integrity of the system.
Survivors of shutdowns are now
striving to demonstrate, within
their institutions and beyond, the
proper ways to conduct IRB busi-
ness. At IRB conferences, these in-
dividuals can be found speaking
on panels with representatives of
OHRP, delivering the message
that the time to conduct quality
improvement is now.

Curiously, the urgency that
manifests in institutional respon-
siveness to the shock of shut-
downs expresses the redemptive
quality of IRB work. Indeed, IRBs
owe their existence to efforts to
reckon with the most notorious
abuses of power in human studies
in recent generations—the Nazi
doctors, the Tuskegee Syphilis
Study—as well as many lesser-
known studies gone wrong.5 The
history of each of these studies is
complex, raising questions about
investigators’ intentions, assump-
tions, and conflicts between con-
science and rationalization, which
belie the easy moral authority of
hindsight.6,7 Yet a common ele-
ment among them is that re-

searchers acted either without a
legal system for enforcement of
ethical behavior (as with the Nazis
and the Tuskegee Study) or in
spite of one.

The 1970s marked a passage
into a new era of efforts to do bet-
ter by human subjects, especially
those recognized to be vulnerable.
In 1972 the Tuskegee study was
finally terminated by the US De-
partment of Health, Education,
and Welfare after the public re-
sponded to media exposure.8

In 1974 the federal regulations
were promulgated,9 and in 1978,
the Belmont Report was issued
following the work of the Na-
tional Commission for the Protec-
tion of Human Subjects of Bio-
medical and Behavioral
Research.9 (The National Com-
mission was created by the Na-
tional Research Act [Pub L 93-
348] in 1974. The federal
regulations known collectively as
the Common Rule [45 CFR
§46.101 et seq] superseded the
1971 guidelines of the Depart-
ment of Health, Education, and
Welfare.) The federal regulations
protect certain categories of “vul-
nerable populations” through spe-
cial provisions: pregnant women,
fetuses, and neonates in subpart
B, prisoners in subpart C, and mi-

Ethics in Public Health Research

In the past few years, US fed-
eral agencies governing research
with human subjects and institu-
tional review boards have taken a
higher-profile path than ever be-
fore, both at home and interna-
tionally. This trend carries pro-
found significance for US-based
institutions and has implications
also for the rest of the world.

What does this critical mo-
ment of heightened federal scru-
tiny mean for the workings of US
institutional review boards? We
examined board activity across
3 dimensions: time, place, and
consciousness. We conclude
that although institutions in all
areas of biomedical and social
science research are adapting
their practices, the field of pub-
lic health is especially well po-
sitioned to adapt to, and suc-
ceed in, new efforts to ensure
protection of human research
subjects. (Am J Public Health.
2002;92:1067–1070)

TIME

RECENTLY, DRAMATIC
shutdowns of research at US-
based institutions by the Food
and Drug Administration (FDA),
the federal Office for Human Re-
search Protections (OHRP), and
OHRP’s predecessor, the Office of
Protection against Research Risks,
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nors in subpart D of Title 45,
CFR §46. Other groups consid-
ered vulnerable to coercion and
undue influence, who do not
have the benefit of a regulatory
subpart, include persons with
cognitive impairment, persons
with low literacy skills, and the
poor and politically disenfran-
chised (see 45 CFR §46.111(b)).

Although the public has been
shaken by shutdowns and institu-
tions complain about the regula-
tory burdens, the IRB system is
likely to endure. It remains an ap-
pealing model because it ex-
presses aspirational values such as
individual autonomy and justice.
Its operations are meant to be
conducted in quasi-independence
from its institutional parent and
driven by conscience and rational
debate. An IRB has a reasonably
democratic, jury-like character. As
prescribed by the Common Rule,
it must consist of no fewer than 5
members, including both men
and women. These members
must possess both scientific and
nonscientific skills and expertise
and must reflect the ethnic or cul-
tural diversity of the local com-
munity at large.10,11 At least one
member must be unaffiliated with
the institution.12

The system requires that mem-
bers, like a jury or an electorate,
inform themselves, debate issues,
and vote.13 A simple majority pre-
vails. Conflicts of interest require
disclosure and recusal.14,15 An
IRB must explain its reasoning to
the affected investigator if it votes
to disapprove a protocol, and the
investigator must be given the op-
portunity to respond.16 In prac-
tice, IRBs are highly collaborative
bodies; rarely is a decision made

by only one person without the
input of others. 

“The time is now” means that
now, IRBs have the responsibility
to give painstaking attention to
every protocol, documenting com-
pliance rigorously. Yet urgency
can meet logistical blocks—short-
ages of staff, space, money—that
can translate into delays and
crises. The costs involved in run-
ning IRBs effectively are signifi-
cant, and the financial implica-
tions for institutions with limited
resources have not been suffi-
ciently considered.

Unless an industrial sponsor can
be tapped (usually done through a
contract budget item), institutions
theoretically pay the costs of IRBs
out of overhead revenue. Cur-
rently, grants do not allow for IRB
costs as separate from indirect
costs. The National Institutes of
Health (NIH) has issued a request
for applications in which it an-
nounced that $28.5 million in
grant funding is available to im-
prove institutional IRBs.17 While
this is apparently only a one-time
offer, it may be of immediate use
in helping to strengthen existing
mechanisms and processes for eli-
gible institutions.

This financial offer may well
signal an increased effort toward
collaboration and outreach by fed-
eral regulators. OHRP director
Greg Koski introduced in 2001
the motto “Doing it right . . . to-
gether,” which has become a hall-
mark of his directorship. Since
then, he has rolled out a number
of programs to activate the part-
nering role of the government, in-
cluding a quality improvement
unit,18 a simpler assurance system,
increased staff, and more town

meetings and workshops.19 The
challenge for IRBs is, and will con-
tinue to be, “doing it right” man-
ageably, in a way that satisfies all
parties: human subjects, federal
regulators, investigators, sponsors,
and scientific reviewers. Doing it
right means at a minimum that
nothing bad happens, an outcome
that is tricky to measure. The re-
demptive plays out as preemptive.

PLACE

Just as the time is now, US
IRBs are increasingly finding that
their place includes wherever it is
that their investigators go. Every-
where US-funded investigators
are engaging in human research,
they and their IRBs are increas-
ingly coordinating their approach
to the ethical basics with the
“local research context.”20 US-
based researchers and IRBs are
working on this also with their
colleagues in other places, includ-
ing, when necessary, supporting
capacity-building efforts to help
those in other countries form and
operate their own ethical review
boards. No matter where an eth-
ics board or IRB is situated, it ap-
plies the same basic ethics to its
work. Among IRB professionals,
these basic ethical principles are
sometimes called the Big Three.

The Big Three—respect for per-
sons, beneficence, and justice—
offer instant universal orientation
to those concerned about the pro-
tection of human subjects within
the academic research community.
Uniformly in the United States
and frequently abroad, we refer to
the Belmont Report,9 the primary
guidance document, where one
finds the elegant trio. They form

the basis of the Common Rule, the
US federal regulations. They in-
spire also the growing wad of
checklists and review forms on
which investigators and IRBs in-
creasingly depend to survive au-
dits, whether actual or anticipated.
They are also being translated
into the language of every location
where US-based researchers are
working with staff and colleagues
in conducting research. 

The obligations of institutions
and IRBs that operate under a
federal assurance include ensur-
ing that collaborators, wherever
they are in the world, are also
complying with these ethical stan-
dards. Foreign institutions must
also obtain a federal assurance
from OHRP if they are conduct-
ing human research with US fed-
eral funds. To fulfill its obligation
to monitor research under its ju-
risdiction anywhere it takes
place,21 every IRB is required to
find a way to use existing infra-
structure or develop new infra-
structure for communication and
to learn about the local research
context, observing consent
processes and assessing capacity.

Achieving compliant research
operations across time zones and
languages requires the establish-
ment of solid working relation-
ships between US IRBs and their
international partners. This re-
quires not only electronic and dig-
ital communication technologies,
but also travel and other costs not
previously envisioned (something
wealthier institutions may be bet-
ter able to manage than others).
Early in 2001, the Office for In-
ternational Activities was created
within OHRP to support the appli-
cation of the Common Rule and
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the principles of respect for per-
sons, beneficence, and justice in
international research conducted
by US institutions.

CONSCIOUSNESS

The time being now, the place
anywhere, the mission to foster a
culture of awareness, US IRBs
are being greatly challenged. Not
only must they review and ap-
prove protocols, monitor behav-
ior, enforce compliance, and
guide investigators, but they must
do so in a way that ensures that
legitimate research can get
done—and without unnecessary
delays. Despite their virtues, IRBs
often cannot respond to submis-
sions fast enough. Delays present
obstacles to getting research
started (or done at all) and can
prevent probable benefits from
reaching individuals or society.
Investigators are therefore in-
creasingly concerned with the
role and function of IRBs and the
increasing attention they require.

NIH began requiring a one-
time training module for grantees
in 2000, but it has since been
generally agreed that a one-shot
training is not enough. IRBs
within the United States are grap-
pling to offer ongoing training,
using media such as videos and
CD-ROMs and offering classes
and workshops where attendees
can ask questions, get to know
their IRB administrators, and
build rapport. Regular workshops
led by IRB professionals can be
reasonably cost-effective and are
adaptable to both basic and spe-
cialized content. Employing an
administrator to create and de-
liver a 90-minute PowerPoint

presentation might cost an institu-
tion several hundred dollars the
first time, but only $100 for sub-
sequent presentations of the same
slides. Investments in training can
potentially save an institution mil-
lions of dollars in lost grant fund-
ing or lost contributions from
donors reacting to shaken trust in
the institution.

What are IRBs and federal reg-
ulators teaching to inspire investi-
gators and to help make them
more comfortable with the pro-
cess? The importance of main-
taining the public trust through
compliance with regulations and
the Big Three that inspire them:
respect for persons, beneficence,
and justice. It is reassuring that in
the current high-pressure, grant-
dependent, immensely complex
and fact-driven world of scientific
research on human beings, basic
ethical principles continue to help
make sense of the confusion. The
Big Three and a small set of re-
lated regulations are being under-
stood and applied at the individ-
ual level by researchers in
designing better studies, by IRB
members in doing their work, and
by the public from which human
subjects are recruited. 

The double challenge posed by
the dimensions of place and con-
sciousness is the application of
basic ethical principles not only in
theory but in practice. In this re-
spect, IRBs are increasingly trying
to marshal the resources to con-
duct site visits to observe consent
processes, research procedures, and
records. Follow-up with investiga-
tors would allow IRBs to give con-
structive criticism, provide appro-
priate review, take corrective
action, or all three. Such field initia-

tives could make the IRB real to in-
vestigators and its role better
known to human subjects, while
helping to keep the IRB informed
about the realities of the research it
reviews. Over time, IRBs may well
be able to offer valuable services to
investigators through this approach
and thereby help to overcome the
anxiety and resentment caused by
some of the enforcement tasks per-
formed by IRBs. 

CONCLUSION 

At this writing, there is talk on
Capitol Hill about passing legisla-
tion consolidating federal over-
sight of human subjects protec-
tions, to strengthen the system by
simplifying it.22 (Currently, 17 fed-
eral agencies subscribe to the
Common Rule, but several—most
notably, the FDA—have their own
rules. See the list of 17 codifica-
tions at 45 CFR §46, after the
table of contents.) Comments are
being solicited for modifications to
FDA regulations that would re-
quire investigators to inform an
IRB of previous actions on a pro-
tocol by other IRBs, in an effort to
avoid “IRB shopping.”23

Comments are also being
sought for changes to the medical
privacy rules to ensure a more
sensible effect on research and
IRBs than the current version
projects.24 There will surely be
more contortions in the regula-
tory landscape as the movement
to make compliance manageable
continues. Granting agencies will
need to give increased attention
to the financial resources needed
to pay for compliance costs;
within the United States, one can
ask whether NIH will allow for

compliance costs in the budgets
of grant applications in the near
future. 

The key ethical principles, the
central moral force of the Belmont
Report, and the IRB-based system
of review and oversight do not ap-
pear to be on the table for renego-
tiation. On the other hand, effec-
tive management of the IRB
agenda must remain at the fore-
front of work in this area. We are
involved in developing a quality
improvement plan at the Harvard
School of Public Health to remedy
past weaknesses and to provide a
thoroughly compliant program for
human research protections. Many
improvements have been made
and many remain to be made, but
years will pass before the measure
of success can fairly be taken. The
rapidity with which action has
been taken, however, cannot be
entirely explained by the catalyz-
ing effects of an investigation by
OHRP. The public health culture
is already receptive to the driving
ethics of respect for persons,
beneficence, and justice. Public
health has, after all, always looked
to maximize the social and com-
munity benefits of research and
clinical interventions.

Speaking with the new regula-
tory voice, Koski has urged mov-
ing “beyond the culture of com-
pliance . . . to a culture of
conscience and responsibility.”25

Public health institutions are par-
ticularly well positioned in time,
place, and consciousness to lead
the rest of the research commu-
nity in the new era of protecting
human research subjects. US pub-
lic health institutions and their
IRBs have an opportunity to ful-
fill a key role in the world if we
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can all manage to continue prac-
ticing respectful collaboration.
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Nontherapeutic Research with Children: 
Grimes v Kennedy Krieger Institute
| Leonard H. Glantz, JD

Research with young children
raises difficult issues of law and
ethics. A recent Maryland case,
Grimes v Kennedy Krieger Insti-
tute, Inc, appears to impose re-
strictive rules on research with
children when the subjects are
put at risk but cannot derive di-
rect benefit from their involve-
ment in the research project.
This case exemplifies the ten-
sion that exists between the goal
of science to increase knowledge
and the protection of the rights
and welfare of nonconsenting re-

search subjects. While some lan-
guage in the opinion may be dif-
ficult to understand or apply, for
the most part the case reflects
the problems other courts and
ethicists have had in delineating
the role of children in “nonthera-
peutic” research. (Am J Public
Health. 2002;92:1070–1073)

RESEARCH WITH CHILDREN
starkly raises difficult issues of
ethics, social policy and law.1,2

The case of Grimes v Kennedy

Krieger Institute Inc (KKI)3

marked the first time a state’s
highest court directly addressed
the issue of the authority of par-
ents to consent to their children
becoming research subjects
when the research offers no
prospect of direct benefit to the
children. (In this article I will
refer to this type of research as
“nontherapeutic” research, which
is also the language the court
uses.) The Maryland court also
addressed the legal relationships

and obligations researchers and
institutions that conduct non-
therapeutic research have to
child subjects.

The decision addresses issues
raised in 2 negligence cases in
which the plaintiffs were young
children involved in research
projects that were designed to
determine the relative effective-
ness of different methods of lead
paint abatement. The projects
were funded by the Environmen-
tal Protection Agency.
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can all manage to continue prac-
ticing respectful collaboration.
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Nontherapeutic Research with Children: 
Grimes v Kennedy Krieger Institute
| Leonard H. Glantz, JD

Research with young children
raises difficult issues of law and
ethics. A recent Maryland case,
Grimes v Kennedy Krieger Insti-
tute, Inc, appears to impose re-
strictive rules on research with
children when the subjects are
put at risk but cannot derive di-
rect benefit from their involve-
ment in the research project.
This case exemplifies the ten-
sion that exists between the goal
of science to increase knowledge
and the protection of the rights
and welfare of nonconsenting re-

search subjects. While some lan-
guage in the opinion may be dif-
ficult to understand or apply, for
the most part the case reflects
the problems other courts and
ethicists have had in delineating
the role of children in “nonthera-
peutic” research. (Am J Public
Health. 2002;92:1070–1073)

RESEARCH WITH CHILDREN
starkly raises difficult issues of
ethics, social policy and law.1,2

The case of Grimes v Kennedy

Krieger Institute Inc (KKI)3

marked the first time a state’s
highest court directly addressed
the issue of the authority of par-
ents to consent to their children
becoming research subjects
when the research offers no
prospect of direct benefit to the
children. (In this article I will
refer to this type of research as
“nontherapeutic” research, which
is also the language the court
uses.) The Maryland court also
addressed the legal relationships

and obligations researchers and
institutions that conduct non-
therapeutic research have to
child subjects.

The decision addresses issues
raised in 2 negligence cases in
which the plaintiffs were young
children involved in research
projects that were designed to
determine the relative effective-
ness of different methods of lead
paint abatement. The projects
were funded by the Environmen-
tal Protection Agency.
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Both cases allege that the chil-
dren were “poisoned” or put at
the risk of being lead poisoned as
a result of being research sub-
jects. In particular, the plaintiffs
alleged that KKI required that
certain homes undergo only par-
tial lead paint abatement; re-
quired landlords to rent premises
to families with young children;
encouraged the families of these
children to remain in the study
houses so that the children’s
blood could be tested over time;
knew that one of the children
had a dangerously elevated
blood lead level and failed to no-
tify the parents of this in a timely
manner; and failed to provide
the parents with a complete and
clear explanation of the research.
Only low-income children were
involved as subjects, and their
parents were “enticed” by food
stamps, money, or other items.

The trial court granted KKI’s
motion for summary judgment
and dismissed the case. That
court based its judgment on the
ground that the researchers had
no legal duty to warn the plain-
tiffs of the presence of lead dust.
The specific issue the plaintiffs
appealed is the following:

Was the trial court incorrect . . .
that as a matter of law a re-
search entity conducting an on-
going nontherapeutic study
does not have a duty to warn a
minor volunteer participant
and/or his legal guardian re-
garding the dangers present
when the researcher has knowl-
edge of the potential for harm
to the subject and the subject is
unaware of the danger?3

On its face, this is a relatively
narrow question of law, simply
involving a duty to warn. How-

ever, in answering it the court of
appeals covered a great deal of
legal territory.

THE COURT OF APPEALS
RULING

The court of appeals, revers-
ing the trial court’s ruling, held
that “the very nature of nonther-
apeutic scientific research on
human subjects can, and nor-
mally will, create special relation-
ships out of which duties arise.”3

It then went on to describe the
various legal theories that could
create and delineate the obliga-
tions of researchers.

1. Contractual obligations. The
court found that “[r]esearcher/
subject consent can, and in this
case did, create a contract.”
Whether researchers and sub-
jects enter into a contract as a re-
sult of the consent process has
been a matter of some question.
Here the court held that in the
nontherapeutic research circum-
stance in which subjects are com-
pensated, no matter how small
the compensation, a contact is
created as a result of the consent
process. This means that the con-
sent form can create legally bind-
ing obligations on researchers.
The court specifically reserved
judgment about whether such
contractual obligations are cre-
ated in therapeutic research.

2. Regulatory obligations. The
court held that the federal regula-
tions that govern federally funded
research might create affirmative
duties for researchers that are en-
forceable in state negligence law-
suits. This is an important ruling
because the federal regulations

are merely conditions on the re-
ceipt of federal funding, with the
remedy for failure to meet these
conditions being suspension of
federal funding as a result of gov-
ernmental action. Enabling indi-
viduals to essentially enforce the
federal regulations provides a
new means for ensuring subjects’
rights.

3. The Nuremberg Code. The
Nuremberg Code is a set of prin-
ciples that came out of the trials
of Nazi doctors after World War
II. There has been significant
controversy as to whether courts
would perceive this code as ap-
plicable to US researchers.4 The
Maryland court stated that the
Nuremberg Code “might well
support actions sounding in neg-
ligence in cases such as those at
issue here.”3 This is the first time
any US court has so explicitly
adopted the Nuremberg Code as
a source of legally enforceable
ethical standards.

These 3 rulings standing alone
would make this a notable case.
But the part of the case that has
engendered the most concern is
the section dealing with the legal-
ity of enrolling young children in
research projects that present a
risk of harm but no possibility of
direct benefit to the individual re-
search subjects. The court held:

In our view, otherwise healthy
children should not be the sub-
jects of nontherapeutic research
that has the potential to be
harmful to the child. It is, first
and foremost, the responsibility
of the researcher and the re-
search entity to see to the
harmlessness of such nonthera-
peutic research. Consent of par-
ents can never relieve the re-
searcher of this duty.3

This language would appear to
impose a requirement of “harm-
lessness” on researchers and in-
stitutions that wish to perform
nontherapeutic research with
subjects who are incapable of
consenting.

Similarly, the court restricted
parental authority to consent to
their children’s participation in
such research. After noting that
children are not “the equivalent
of rats, hamsters, monkeys and
the like,” that parents are sup-
posed to act in their children’s
best interests, and that it is not in
the best interests of a healthy
child to be “intentionally put in a
nontherapeutic situation where
his or her health may be im-
paired, in order to test methods
that may ultimately benefit all
children,” the court stated,

We hold that in Maryland a
parent, appropriate relative, or
other appropriate surrogate,
cannot consent to the participa-
tion of a child or other person
under legal disability in non-
therapeutic research or studies
in which there is any risk of in-
jury or damage to the health of
the subject [emphasis added].3

It is the restrictiveness of this
standard that has caused a great
deal of concern at KKI and else-
where, because research that
compares the effectiveness of
preventive interventions with
children is widely conducted by
public health investigators. This
no-risk standard is considerably
stricter than current federal regu-
lations, which permit research
that presents no greater than mini-
mal risk.5 Even research that pre-
sents greater than minimal risk
with no prospect of benefit to the
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individual child subject is permis-
sible under the federal regula-
tions in certain circumstances.6

The no-risk standard adopted
by the court led KKI, supported
by several academic organiza-
tions, to ask the court to recon-
sider its ruling, essentially argu-
ing that the court’s strict standard
would prohibit important re-
search. The court denied the mo-
tion for reconsideration but at-
tempted to clarify its position by
noting,

[B]y “any risk,” we meant any
articulable risk beyond the min-
imal kind of risk that is inherent
in any endeavor. The context of
the statement was a nonthera-
peutic study that promises no
medical benefit to the child
whatsoever, so that any balance
between risk and benefit is nec-
essarily negative.3

It is difficult to reconcile the
first sentence of this statement,
which seems to permit some min-
imal risk, with the second sen-
tence, which seems to mean that
any risk is too great in the con-
text of nontherapeutic research.

ARTICULATING
ACCEPTABLE RISK

This court is not alone in being
bedeviled by the problem of
being unable to clearly delineate
the type of risk to which a non-
consenting subject of nonthera-
peutic research may ethically or
legally be exposed. The problem
can be summarized by asking if
there is an acceptable risk:no-
benefit ratio that justifies the en-
rollment of nonconsenting sub-
jects in nontherapeutic research.

In 1996 an intermediate ap-
pellate court in New York con-

fronted a similar issue regarding
nontherapeutic research involv-
ing incompetent subjects. In that
case the plaintiffs brought an ac-
tion to challenge the regulations
of the New York Department of
Mental Health that sanctioned
the performance of greater-than-
minimal-risk nontherapeutic ex-
periments on incapable adults
and children. The court found,

[A] parent or guardian . . . may
not consent to have a child sub-
mit to painful and/or poten-
tially life-threatening research
procedures that hold no pros-
pect of benefit for the child and
that may have the same result
as a denial of necessary medical
treatment.7

It is easy to accept the notion
that parents may not submit their
children to life-threatening re-
search procedures that offer no
prospect of direct benefit, but the
prohibition on “painful” proce-
dures would seem to prohibit
even the drawing of blood.

The federal research regula-
tions define minimal risk as a sit-
uation in which “the probability
and magnitude of harm or dis-
comfort anticipated in the re-
search are not greater in and of
themselves than those ordinarily
encountered in daily life or dur-
ing the performance of routine
physical or psychological exami-
nations or tests,”8 but the refer-
ence to daily life is nebulous at
best. The question is, “whose
‘daily life’ is the reference
point?”9 Since the daily lives of
inner-city adolescents are likely
to be riskier than those of mid-
dle-aged suburban adults, a lit-
eral application of this standard
would appear to permit riskier

research with the adolescents
than with the adults.

A report by the National Bio-
ethics Advisory Commission rec-
ommended, “Minimal risk should
be defined as the probability and
magnitude of harms that are nor-
mally encountered in the daily
lives of the general population.”10

But trying to apply this to the
KKI case makes it apparent that
this definition does not resolve
the issue. What is the risk of lead
paint exposure in the “daily lives
of the general population”?
While inner-city children in Balti-
more have a significant risk of
such exposure, this is certainly
not typical of the general popula-
tion in the United States.

Another report by the com-
mission suggests a procedural
resolution of the problem.11 This
solution would permit nonthera-
peutic research with incompe-
tent subjects that presents
greater than minimal risk if the
research were approved by a
special standing panel that
would be appointed by the Sec-
retary of Health and Human Ser-
vices—approval by a local institu-
tional review board would not
be sufficient to authorize such
research.

In one of the great intellectual
debates concerning the ethics of
involving children in nonthera-
peutic research, Paul Ramsey ar-
gued that the use of young chil-
dren as research subjects when
they could derive no benefit
from participating is never justi-
fied,12 while Richard McCormick
argued that research on children
is ethically permissible so long as
it involves “no discernible risks,
no notable pain, [and] no notable

inconvenience.”13 But Mc-
Cormick’s formulation is not par-
ticularly helpful. Is there a differ-
ence between “no risk” and “no
discernible risk?” How much pain
constitutes “notable” pain? Any-
one who has experienced the re-
action of an infant to an injection
would have to conclude that the
pain was notable to the child, al-
though perhaps not notable to a
typical adult.

The KKI court of appeals is in
good company both in its at-
tempt to protect child subjects
and in its failure to fashion a sat-
isfactorily clear standard.

CONCLUSION

This case will be criticized be-
cause it will be perceived as pro-
hibiting some research. But this
is true of all research regulation.
Such a consequentialist criticism
lacks ethical weight. If the court
went too far in its protection of
children, one needs to be able to
say how far is correct.

The court of appeals was
clearly correct in reversing the
trial court’s general ruling that in-
stitutions and researchers do not
have a duty to protect subjects. It
was also correct in arguing for a
very cautious approach toward
nontherapeutic research with
children. Indeed, it is in agree-
ment with the earlier New York
court in adopting this protective
approach. What we do not know,
however, is how the court would
apply its approach to a particular
factual circumstance—and no
facts have yet been proven in the
KKI case.

It is important to remember
that the plaintiffs’ allegations
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have not been proven, because
the trial court dismissed the case
before the trial was held. When a
defendant asks for summary
judgment, the judge is supposed
to view the plaintiff’s evidence
“in a light most favorable to
them.” The appeals court applied
this rule in rendering its decision,
which gives the impression that
the appeals court believed the
plaintiffs’ allegations. The appeals
court sent the case back to the
trial court. The outcome of the
trial is far from certain. As the ap-
peals court noted in the last line
of its order rejecting the defen-
dants’ motion for reconsideration,
“the determination of whether
the study in question offered
some benefit, and therefore could
be regarded as therapeutic in na-
ture, or involved more than that
minimal risk is open for further
factual development on
remand.”3

While some may characterize
this case as an example of an
overly zealous court’s intruding
into the prerogatives of the re-
search community, such a char-
acterization would be unfortu-
nate and shortsighted. There is
no doubt that parts of the opin-
ion are vague and potentially dif-
ficult to apply. It is not uncom-
mon for courts to encounter
these types of problems when
they enter a new area of juris-
prudence with little precedent
upon which they can rely. But it
is important to keep in mind that
the only 2 courts that have ad-
dressed the issue of nontherapeu-
tic research with nonconsenting
subjects have voiced strikingly
similar concerns. The research
community would do well to
closely examine, understand, and
try to address the legitimate legal
and ethical issues that so con-
cerned these courts.
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Risk and Responsibility: Ethics, Grimes v Kennedy Krieger,
and Public Health Research Involving Children
| Anna C. Mastroianni, JD, MPH, and Jeffrey P. Kahn, PhD, MPH

The legal case of Grimes v.
Kennedy Krieger Institute, Inc,
has raised concerns in the pub-
lic health research community re-
garding the acceptable level of
risk in research involving children,
parental authority for informed
consent, and exploitation of re-
search subjects for the benefit of
public health. We provide an over-
view of the case and discuss the
impact of the court’s decision

and its possible effect on future
research protection policies and
practices. (Am J Public Health.
2002;92:1073–1076)

THE AUGUST 2001 DECISION
in the case of Grimes v Kennedy
Krieger Institute, Inc,1 sent shock-
waves through the public health
research community. The court
had challenged the acceptable

level of risk in pediatric research
studies, concluding that parents
in the state of Maryland could
not consent to their minor chil-
dren’s participation in research
that posed even a minimal risk of
harm if it offered no prospect of
direct medical benefit to the sub-
jects. Researchers feared that val-
uable public health research that
complied with long-standing fed-

eral standards for research on
children would be halted alto-
gether or subjected to judicial
oversight and intervention.

Two months after the initial
decision was handed down, the
court indicated that it had not in-
tended to apply a zero-risk stan-
dard to “nontherapeutic” pedi-
atric research studies. The court
articulated acceptable risk in this
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have not been proven, because
the trial court dismissed the case
before the trial was held. When a
defendant asks for summary
judgment, the judge is supposed
to view the plaintiff’s evidence
“in a light most favorable to
them.” The appeals court applied
this rule in rendering its decision,
which gives the impression that
the appeals court believed the
plaintiffs’ allegations. The appeals
court sent the case back to the
trial court. The outcome of the
trial is far from certain. As the ap-
peals court noted in the last line
of its order rejecting the defen-
dants’ motion for reconsideration,
“the determination of whether
the study in question offered
some benefit, and therefore could
be regarded as therapeutic in na-
ture, or involved more than that
minimal risk is open for further
factual development on
remand.”3

While some may characterize
this case as an example of an
overly zealous court’s intruding
into the prerogatives of the re-
search community, such a char-
acterization would be unfortu-
nate and shortsighted. There is
no doubt that parts of the opin-
ion are vague and potentially dif-
ficult to apply. It is not uncom-
mon for courts to encounter
these types of problems when
they enter a new area of juris-
prudence with little precedent
upon which they can rely. But it
is important to keep in mind that
the only 2 courts that have ad-
dressed the issue of nontherapeu-
tic research with nonconsenting
subjects have voiced strikingly
similar concerns. The research
community would do well to
closely examine, understand, and
try to address the legitimate legal
and ethical issues that so con-
cerned these courts.
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The legal case of Grimes v.
Kennedy Krieger Institute, Inc,
has raised concerns in the pub-
lic health research community re-
garding the acceptable level of
risk in research involving children,
parental authority for informed
consent, and exploitation of re-
search subjects for the benefit of
public health. We provide an over-
view of the case and discuss the
impact of the court’s decision

and its possible effect on future
research protection policies and
practices. (Am J Public Health.
2002;92:1073–1076)

THE AUGUST 2001 DECISION
in the case of Grimes v Kennedy
Krieger Institute, Inc,1 sent shock-
waves through the public health
research community. The court
had challenged the acceptable

level of risk in pediatric research
studies, concluding that parents
in the state of Maryland could
not consent to their minor chil-
dren’s participation in research
that posed even a minimal risk of
harm if it offered no prospect of
direct medical benefit to the sub-
jects. Researchers feared that val-
uable public health research that
complied with long-standing fed-

eral standards for research on
children would be halted alto-
gether or subjected to judicial
oversight and intervention.

Two months after the initial
decision was handed down, the
court indicated that it had not in-
tended to apply a zero-risk stan-
dard to “nontherapeutic” pedi-
atric research studies. The court
articulated acceptable risk in this
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context as including the “minimal
kind of risk that is inherent in
any endeavor,” which appears to
be consistent with the federal
regulatory standard.2

Despite the welcome clarifica-
tion, Grimes deserves analysis of
the ethical issues it raises and its
relevance to future research. Here
we provide a brief overview of
the case, discuss some of the ethi-
cal issues raised by the court
(risk–benefit assessment, in-
formed consent, and exploitation),
and offer opinions on the impact
of the court’s decision on research
involving children and its possible
effect on future research protec-
tion policies and practices.

OVERVIEW OF THE CASE 

In Grimes, the Maryland Court
of Appeals permitted the parents
of minor children to bring a negli-
gence action against the Kennedy
Krieger Institute (KKI) for lead-
related health injuries allegedly
contracted by their children dur-
ing a KKI research study.1 Re-
searchers at KKI, a Baltimore-
based children’s health facility
and research institute affiliated
with Johns Hopkins University,
conducted a 2-year study (1993–
1995) to measure the effective-
ness of differing levels of lead
abatement procedures in housing.
Identifying the minimal effective
level of lead abatement was con-
sidered important because of the
need to preserve availability of
low-rent urban housing that
might be abandoned by landlords
if they had to pay for the expen-
sive repairs needed to eliminate
lead using standard abatement
methods. The study was funded

by the US Environmental Protec-
tion Agency and local Maryland
organizations.

In the project, 108 Baltimore
rental properties were classified
into 5 groups. Three groups of
housing received less than full
lead abatement (a different level
for each group); housing in the 2
control groups either had previ-
ously undergone full lead abate-
ment or had been constructed
without lead paint. Over a 2-
year period, the researchers
were to measure and compare
lead dust levels collected in the
housing with lead levels in blood
samples drawn from children liv-
ing in those homes. Informed
consent was to be obtained, and
parents were to be notified of
their children’s blood levels and
the results of lead dust collection
in their homes. Blood levels
would provide evidence regard-
ing the effectiveness of a particu-
lar level of abatement. The study
was approved by a Johns Hop-
kins University institutional re-
view board (IRB).

Two families in housing that
received less than full lead abate-
ment brought the cases against
KKI. One of the families was de-
scribed as being on public assis-
tance and from a minority group.
The parents alleged that KKI de-
signed a study that placed chil-
dren at unnecessary risk; that
KKI had discovered hazardous
conditions in their homes and de-
layed reporting of test results that
would have allowed them to pre-
vent their children from being ex-
posed to high levels of lead; and
that KKI failed to completely and
accurately inform them of all the
hazards and risks of the study.

As will be discussed below, in
the course of its lengthy opinion,
the court willingly stepped into
the shoes of investigators, IRBs,
and regulators to scrutinize as-
sessments of risk and benefit,
oversee informed consent, and
raised issues of exploitation. The
judges also challenged a parent’s
authority to act in the child’s best
interests in consenting to research
participation. One of the primary
conclusions of the appeals court
was that, in Maryland, a parent or
other legal surrogate could not
consent to a child’s participation
in “nontherapeutic research or
studies in which there is any risk
of injury or damage to the health
of the subject.”3

This decision would have had
the effect of proscribing research
on children in Maryland even if
the research was in compliance
with federal regulations on re-
search using children. However,
as noted above, the court’s later
clarification appears to comport
with the federal regulations. It
stated that its conclusion re-
ferred only to risk in a “nonther-
apeutic study that promises no
medical benefit to the child
whatever, so that any balance
between risk and benefit is nec-
essarily negative.”2

It is now up to the trial court to
apply the conclusions of the ap-
peals court in light of a full pres-
entation of the facts at trial, and
further, to determine how the
benefit and risk of the study
should be characterized. In the in-
terim, 3 additional families seek-
ing $22 million dollars in dam-
ages have brought cases against
KKI, raising claims similar to those
currently under consideration.4

RISKS AND BENEFITS

Research on human subjects
must be understood as an inher-
ently risky endeavor, no matter
how thoughtfully it is designed
and how carefully it is carried
out. This understanding is re-
flected in the long history of fed-
eral policies created to protect re-
search subjects from risk, with
additional protections for popula-
tion subgroups deemed particu-
larly vulnerable, including chil-
dren.5 These policies are
anchored in the ethical principles
of respect for persons, benefi-
cence, and justice—articulated in
the Belmont Report6—which
translate to the very issues that
the court focuses on in its ruling:
informed consent, appropriate
balancing of risks and benefits,
and avoiding the unjust use of re-
search subjects.

These same ethical principles
animate current federal require-
ments for prospective review by
local IRBs to ensure that risks
and benefits are appropriately
balanced and fairly distributed
and for provision of informed
consent.7 Additional protections
for minor children include paren-
tal (or guardian) consent and lim-
its on risk levels. In particular,
when research does not offer the
prospect of direct benefit to the
subjects themselves (a category
of research that the Maryland
court referred to as “nonthera-
peutic”), regulations limit partici-
pation by children to research
that carries “not greater than
minimal risk.” In practice, this
risk criterion is interpreted as no
more risk than the subjects
would encounter in their daily
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lives, as ultimately judged by
IRBs. When the proposed re-
search does offer the prospect of
direct benefit to the subjects, this
minimal risk criterion does not
apply, and IRBs are charged with
ensuring that risk and benefit are
appropriately balanced. 

The trial court’s characteriza-
tion of the risks and benefits to
the children who were subjects
in KKI’s research will be key to
the final judgment about both
the legal and ethical acceptability
of the research. In Grimes, the
court based conclusions on an as-
sumption that the research had
offered the subjects no benefits
but a significant risk of lead poi-
soning, which would have made
the risk–benefit balance unac-
ceptable even under federal reg-
ulations. Assessment of the risk–
benefit ratio on the basis of the
facts that will be presented by
the parties to the legal action will
rest on whether the children
would have experienced higher
or lower levels of lead in their
homes had they not participated
in the research—a question that
may be impossible to answer.
Media accounts suggest that chil-
dren involved in the research
ended up living in homes with
lower lead exposure than homes
of families not enrolled in the
study, as the improvements were
made in neighborhoods where
about 95% of the homes contain
lead hazards.8,9

INFORMED CONSENT

Even if the children were to
benefit, on balance, from partici-
pation in the research, their re-
cruitment and inclusion would

not be ethically acceptable if
their parents did not adequately
understand the risks and poten-
tial benefits of the research when
they consented to their children’s
participation. The Maryland
judges expressed their concern
that the study’s consent forms
did not clearly indicate the risk
that children would likely ingest
hazardous lead dust particles and
that the lead levels in their
blood, whether increasing or de-
creasing, would be used as a way
of assessing the effectiveness of
the lead abatement measures.

The court was also concerned
about the timeliness of disclosure
of testing results. Although the
parents were notified of their
children’s blood lead levels very
soon after collection, they
claimed that reporting of the re-
sults of dust collection in their
homes was significantly delayed.
In at least one of the cases, these
results were reported 9 months
after collection, and only after
the child’s blood revealed ele-
vated lead levels. 

If the researchers did withhold
information from parents that
could have helped them reduce
the risks to their children, thus
allowing identified risks to re-
main unaddressed, this raises sig-
nificant ethical concerns. The sit-
uation would be especially
problematic if the researchers
knew that the research posed
substantial health risks to the
children in the study.

EXPLOITATION

Even if the children realized
some benefit from their research
participation, and especially if

they did not, the court was con-
cerned that such studies have the
possibility to exploit economi-
cally disadvantaged populations,
given their limited access to lead-
free housing. Comparing the KKI
study to the infamous so-called
Tuskegee Syphilis Study, the
court said: 

Otherwise healthy children . . .
should not be enticed into liv-
ing in, or remaining in, poten-
tially lead-tainted housing and
intentionally subjected to a re-
search program, which contem-
plates the probability, or even
the possibility, of lead poisoning
or even the accumulation of
lower levels of lead in blood, in
order for the extent of contami-
nation of the children’s blood to
be used by scientific researchers
to assess the success of lead
paint or lead abatement mea-
sures. . . . [P]arents, whether im-
properly enticed by trinkets,
food stamps, money or other
items, have no more right to in-
tentionally and unnecessarily
place children in potentially
hazardous nontherapeutic re-
search surroundings than do re-
searchers. In such cases, paren-
tal consent, no matter how
informed, is insufficient.10

The court’s comparison of the
KKI research to the Tuskegee
study may not be entirely apt,
but it is important for what it
says about how research and re-
searchers are viewed, particularly
within communities that may
have been exploited in the past
and that feel vulnerable to possi-
ble exploitation in the future.
Real exploitation is obviously un-
acceptable, and perceived ex-
ploitation works to undermine
trust in research and researchers.
While it is difficult to regulate or
adjudicate away mistrust, creat-
ing clear policies that ensure re-
spect for subjects fosters trust in
researchers, the research over-

sight process, and the research
enterprise generally.

DISCUSSION

It is important to recognize
that the case has not run its
course through the judicial sys-
tem. However, even at this stage
of judicial inquiry, the case
clearly highlights the need for
true partnership in the research
enterprise, particularly when pro-
posed research involves vulner-
able communities. Collaboration
and open communication should
begin with the development and
design of research and continue
throughout the processes of sub-
ject recruitment, data collection,
and eventual disclosure of re-
search results.

Further, community partner-
ships and collaborations provide
an important test of the ethical
propriety of the research. If re-
searchers cannot convince the
community in which they pro-
pose to conduct the research that
it is acceptable, then they must
reevaluate and revise their pro-
posal until the community’s con-
cerns are adequately addressed.

Public health researchers al-
ready recognize the value of
community partnerships in pre-
venting misunderstandings. The
extent of community participa-
tion in this particular research
project is not indicated in the
court’s opinion, but given the
court’s views, a participatory ap-
proach can be seen to have a
secondary benefit: as a tool to
prevent judicial second-guessing
of researchers’ motives. In the
absence of community participa-
tion, researchers can be per-
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ceived, as they were in Grimes,
as placing the investigators’ and
institution’s interests above the
interests of research subjects and
the communities to which they
belong. 

This is not to suggest that
community partnerships are a
substitute for improved oversight
of research—both are important
priorities. Certainly no child or
parent should be taken advan-
tage of in the context of research,
and significant policy protections
have been designed to prevent
exploitation. However, no matter
how well written, policies cannot
prevent poor implementation in
practice. We can always improve
research practices, and we need
only look to historical deficien-
cies to understand the need for
doing so.

In the research at issue in
Grimes, we do not know yet
whether shortcomings were in-
herent in the research protocol
(which ought to have been
caught by peer review or the
IRB) or occurred in the imple-
mentation of the research (mean-
ing the investigators deviated
from the protocol or there was a
failure to adequately communi-
cate with the research subjects).
Whatever the eventual findings,
protection of subjects would ben-
efit from improved education of
researchers, ongoing oversight of
research in addition to prospec-
tive review, and mechanisms for
assuring that research protocols
are faithfully followed, all of
which could be part of the IRB’s
responsibility.

Throughout its opinion, how-
ever, the court expressed its con-
cern that IRBs are in positions of

conflict of interest because they
are committees of the research
institution, with most of their
members drawn from the institu-
tion they are charged to oversee,
and therefore that the peer re-
view system cannot adequately
police itself. Our view is that the
problems with oversight are less
related to conflicts of interest
than to the fact that IRBs have
not received adequate priority
and attention, financially and
otherwise; therefore they have
increasingly unmanageable work-
loads and inadequate resources
to carry out their efforts. Clearly,
IRBs can do a better job—and
the court’s strong words should
provide an impetus for IRBs to
redouble their efforts to carry
out their task in ways that are
above reproach—but they are
only part of the overall research
subject protection process.

With pointed references to
many of the worst research scan-
dals in history, such as the
Tuskegee Syphilis Study, the rul-
ing in Grimes seems to conclude
that public trust in research is
not warranted. While researchers
and institutions can and must do
a better job of respecting re-
search protection policies, in-
stances of failure do not indicate
that investigators or the system
of oversight are corrupt, or that
intervention by the courts is the
most effective remedy. Such in-
terventions will lead only to
greater obstacles to carrying out
research, not to greater protec-
tions for subjects. 

The court’s decision in Grimes
is not so much a call to rethink
the ethics of research involving
children as it is a warning to

make sure that existing protec-
tions are adequately applied and
overseen. 

Wherever the source of re-
search protections and oversight,
creating and fostering a culture
of ethical research among re-
searchers and research institu-
tions will lessen the need for em-
phasizing compliance and will go
a long way toward warranting
the trust of the public. Public
trust may be the key, since with-
out it there can be no research—
no subjects for research projects,
and no funding to support them.

However the case is ultimately
decided, the court’s involvement
in Grimes should serve as a wake-
up call for all those involved in
research and its oversight—inves-
tigators, IRBs, peer review panels,
and research institutions them-
selves. The age of judicial over-
sight is upon us, and responsible
research protocols and scrupu-
lous oversight are the way not
only to conduct research in the
most ethical manner, but to avoid
judicial intervention as well.
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The Impact of Genomics on Global Health
| Tikki Pang, PhD, FRCPath

Ensuring that advances in ge-
nomics are applied to the health
improvement of people living in
developing countries is an impor-
tant contemporary challenge. In
the near term, such advances are
likely to alleviate infectious dis-
eases, with longer-term benefits
envisaged for chronic disorders. 

To ensure that benefits are
shared by developing countries,
attention must be paid to com-
plex ethical, legal, social, and eco-
nomic issues, as well as to pub-
lic education and engagement.
Creative and equitable interna-
tional mechanisms and goodwill
are needed to turn high hopes
into reality and allow the use of
genomics to reduce health in-
equities between rich and poor
nations. (Am J Public Health.
2002;92:1077–1079)

THE ONGOING GENOMICS
revolution, highlighted by the se-
quencing of the human genome,
promises to change how diseases
are diagnosed, prevented, and
treated. It has tremendous poten-
tial to improve health globally.
Despite the flush of excitement
about its potential, drugs and in-
terventions derived from genom-
ics are likely to be expensive,
and of particular interest is how
these advances will affect the
health of people living in the de-
veloping countries. The reality is
that many of the advances in ge-
nomics were made, and in part
are owned, by the developed
world, and this has given rise to
the concern that a “genomics di-

vide”1 will be created that will
further widen the equity gap in
health between rich and poor
nations.

Instead, genomics and related
technologies should be used to
narrow the existing unethical in-
equities in global health. A report
recently released by the World
Health Organization focuses on
this inequity. It points out, for ex-
ample, that approximately 80%
of investments in genomics in
2000 were made in the United
States, and 80% of the DNA
patents in genomics in the period
1980 through 1993 were held
by US companies.2 Of the 1233
new drugs marketed between
1975 and 1999, only 13 were
approved specifically for tropical
diseases.2

POTENTIAL FOR HEALTH
IMPROVEMENT

In recent years the genomes
of nearly 50 microbial patho-
gens have been sequenced, and
ongoing efforts to sequence the
genomes of mosquito vectors
(e.g., Anopheles gambiae, the ma-
laria vector, and Aedes aegypti,
the main vector for dengue
fever) promise benefits in the
shorter term for the control of
communicable diseases.3 Fos-
midomycin, originally developed
for treatment of recurrent uri-
nary infections, showed effective
anti-malarial activity when ge-
nome sequence information
from Plasmodium falciparum re-

vealed a common biochemical
target, present in the parasite
and not in the human host4; the
drug has gone into clinical trials
in less than 2 years. Clinical tri-
als have also begun in Africa of
a pre-erythrocytic DNA-based
vaccine that gave significant pro-
tection against natural P falcipa-
rum infection.5

Although the benefits of allevi-
ation of infectious diseases are
obvious, it is now believed that
the information generated by ge-
nomics will, in the long term,
also play a major role in the pre-
vention, diagnosis, and manage-
ment of many diseases which
hitherto have been difficult or
impossible to control, including
cardiovascular disease, cancer,
diabetes, the major psychoses,
dementia, rheumatic disease, and
asthma.6 From a public health
perspective, the genomics revolu-
tion may present new opportuni-
ties for the prevention of these
diseases, but before these oppor-
tunities can be realized we will
need to know more about what
combination of genetic and envi-
ronmental factors predispose
people to such diseases.7

New approaches to popula-
tion-based epidemiological stud-
ies, such as “genomic epidemiol-
ogy” to chart the molecular,
metabolic, and disease profiles of
thousands of subjects, may be
the path to the future. A new
consortium has been formed to
pursue this approach, which
aims to scale the relevant tech-

nologies to sample sizes appro-
priate for epidemiological stud-
ies.8 The initial focus will be on
diabetes and cardiovascular dis-
ease, but the goal is to develop
generic tools and protocols that
can ultimately be applied to
other diseases. 

The recent announcement of
the genome sequences of 2 vari-
eties of rice, indica and japon-
ica,9,10 marks another milestone
in the genomics revolution with
tremendous potential implica-
tions for health. Three billion
people, mainly in the developing
world, depend on rice as their
staple diet. The sequencing of
the rice genome may pave the
way for better strains of rice with
enhanced yields, nutritional
value, and disease resistance. 

IMPLICATIONS 
AND CONCERNS

Aside from the complex scien-
tific and technical problems of
bringing genomics to the clinic,
ensuring that its benefits will be
reaped by developing countries
will require attention to many
equally challenging issues. Ge-
nomics brings with it complex
new ethical, legal, social, and
economic implications, as well as
concerns about risks and haz-
ards.11 Issues of confidentiality,
stigmatization, and misuse of ge-
netic information are high on the
list of concerns, particularly the
potential for creating a genetic
underclass that may be denied
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medical insurance as a result of
genetic testing and screening. Ge-
nomics has also been associated
with the prospect of “designer
babies,” and there is a concomi-
tant concern about creating a ge-
netically engineered overclass
and a disease-prone underclass;
the higher likelihood of the for-
mer being associated with richer
people in the developed world is
obvious.

Issues of intellectual property
rights associated with DNA se-
quences12 and the potential ex-
ploitation of developing-country
populations by creating genetic
databases, often at the behest of
companies based in the devel-
oped world,13 are other areas of
concern. While industry believes
that without strong and effective
global intellectual property rules,
the gap between developed and
developing countries will only
grow in the future, there are
plenty of concerns about the
patentability of DNA sequences
and the applications derived
from them, and what implica-
tions this will have for the devel-
oping countries.

Most important, the relatively
rich product pipeline of genomics-
based drugs will mean a tremen-
dous increase in the demand for
clinical trial sites, many of which
will be in the developing coun-
tries; this area represents an ethi-
cal minefield relating to issues
such as informed consent, stan-
dard of care, and continuing
availability of the drug being
tested, the price of which is often
beyond the reach of poor peo-
ple.14 Finally, in the aftermath of
the tragedy that took place in the
United States on September 11,

2001, the utilization of advances
in genomics for acts of bioterror-
ism and biological warfare simi-
larly occupy the minds of many.

INTEGRATION WITH
RESEARCH AND
PRACTICE

Despite the tremendous poten-
tial and promise of genomics, it is
very difficult to predict when its
benefits for health will be real-
ized; there are so many critical
things we do not yet know about
how gene products interact.
Many people were surprised to
learn that we have only twice as
many genes as a fly or a worm.15

Hence it is vitally important for
the developing countries to main-
tain focus on the basics of what
can be done now, particularly in
the fields of public health and
the development of more func-
tional health care systems.

The main message of the
World Health Organization re-
port2 is that medical practice will
not change overnight as a result
of new technologies spawned by
genomics, but the long-term pos-
sibilities are such that both devel-
oping and developed countries
must prepare themselves for this
new technology and carefully ex-
plore its possibilities, always look-
ing at its cost-effectiveness com-
pared with more standard
approaches to medical care. It is
also vital that genomics research
not be pursued to the detriment
of the well-established methods
of clinical practice and clinical
and epidemiological research. In-
deed, for its full exploitation it
will need to be integrated into
clinical research involving pa-

tients and into epidemiological
studies in the community. It is
crucially important to maintain a
balance in medical practice and
research between genomics and
these more conventional and
well-tried approaches.

In addition, it is crucial to in-
crease the quality of education in
genetics and genomics at all lev-
els of society. If this is not
achieved it will be impossible to
develop an informed debate
about the various issues involved,
and there is a danger that those
who administer health services
will be unable to distinguish be-
tween hyperbole and reality in a
new, uncertain, and rapidly ex-
panding research field. 

STRATEGIES FOR
EQUITABLE SHARING 

What strategies and actions
are needed in the future to en-
sure that the benefits of the ge-
nomics revolution are shared by
the developing countries? Strong
international leadership by the
scientific community, interna-
tional organizations, govern-
ments, and industry is required
through promotion of innovative
partnerships and cooperation
strategies. A key issue in the
postgenomics era will be who
will pay to test, develop, and de-
liver important vaccines, drugs,
and diagnostic procedures for
diseases of the developing world,
and who will ensure equitable
access to those who need it most.

The “Millennium Challenge
Account” to improve health in
the developing world, discussed
at the recent Monterrey summit
on financing for development,16

could be partly used for this pur-
pose. Given the ethical concerns
associated with many of the key
issues and the significant com-
mercial interest, a proposal has
also been made for a Commis-
sion on Global Genomics Gover-
nance to make recommendations
for genome-related issues and ac-
tivities.17 At a higher political
level, the potential of genomics
to generate economic and health
benefits for developing countries
should be highlighted to the
world’s leaders. Attention to
these problems at the June 2002
meeting of the G8 (the world’s
wealthiest nations—Canada,
France, Germany, Italy, Japan,
the United Kingdom, and the
United States—and Russia), which
is to focus on Africa, would be a
visionary move on the part of
these countries. 

Such a call for action acknowl-
edges that while most of the in-
centives to develop new drugs
and vaccines are primarily of in-
terest to markets in the industri-
alized world, there are enormous
opportunities to apply knowledge
of the genome to diseases of the
poorest people as well, and that
we all have a responsibility to
help make these opportunities
into realities.

In particular, the medical pro-
fession in the developed coun-
tries has a vital role to play.
Many of the important infectious
killers are being encountered
with increasing frequency in
richer countries and, as the pro-
vision of basic health care im-
proves, many poorer countries
are making the epidemiological
transition toward a pattern of dis-
ease similar to those of the devel-
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oped countries. Globally, heart
disease is now the most common
cause of death. The globalization
of disease is a message that must
be clearly understood by medical
schools, research funding bodies,
industry, and governments of
rich countries.

The development of effective
and equitable research partner-
ships between developed and de-
veloping countries will not only
help to combat the global in-
equity of health care, but will
also be of enormous mutual ben-
efit to both parties. As Donald
Kennedy, editor-in-chief of Sci-
ence, aptly and succinctly put it,
“What can First World science
do, not for the West, but for the
Rest.”18
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Controversies in the conduct of
international research continue to
pose challenges for the system
of ethical review, particularly for
developing countries. Although
the concept of vulnerability is key
to addressing these challenges,
ethical review has typically ig-
nored the agency of vulnerable
participants and groups in deter-
mining what kind of review pro-
cess is needed. Concurrent with
developments shaping the new
public health that seek to opera-
tionalize empowerment of com-
munities by placing them as ini-
tiators and organizers of their own

health, ethical review of public
health research must find ways
to recognize the agency of vul-
nerable individuals, groups, and
communities in the review pro-
cess if it is to address effectively
the ethical dilemmas currently ev-
ident in collaborative international
research. (Am J Public Health.
2002;92:1079–1084)

ALTHOUGH THE CONTROVERSIES
over the ethical conduct of inter-
national research have in recent
years generated increasingly co-
pious1–9 and at times acrimo-

nious10–12 debate, there is little
doubt that many key issues re-
main unresolved,13 particularly
for developing countries.14 Even
in developed countries, the track
record of ethical review remains
open to criticism, particularly
around the disputed definition of
what constitutes “minimal risk.”15

The current institutional
framework for collaborative in-
ternational health research stems
largely from US government–
driven directives to establish eth-
ical oversight over research in-
volving human subjects, most

particularly in the form of fed-
eral regulations, and system-
atized in the form of institutional
review boards (IRBs).15–17 While
the role of an IRB is viewed as
having broad responsibilities for
considering all ethical dimen-
sions of a research protocol, it is
recognized that IRBs in practice
tend to focus on informed-
consent documents.14,16,18 Indeed,
rules-driven ethical oversight19

has created a disjuncture be-
tween ethical codes, which are
essentially standards for profes-
sional behavior with limited ac-
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oped countries. Globally, heart
disease is now the most common
cause of death. The globalization
of disease is a message that must
be clearly understood by medical
schools, research funding bodies,
industry, and governments of
rich countries.

The development of effective
and equitable research partner-
ships between developed and de-
veloping countries will not only
help to combat the global in-
equity of health care, but will
also be of enormous mutual ben-
efit to both parties. As Donald
Kennedy, editor-in-chief of Sci-
ence, aptly and succinctly put it,
“What can First World science
do, not for the West, but for the
Rest.”18
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developing countries. Although
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mining what kind of review pro-
cess is needed. Concurrent with
developments shaping the new
public health that seek to opera-
tionalize empowerment of com-
munities by placing them as ini-
tiators and organizers of their own
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to recognize the agency of vul-
nerable individuals, groups, and
communities in the review pro-
cess if it is to address effectively
the ethical dilemmas currently ev-
ident in collaborative international
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ALTHOUGH THE CONTROVERSIES
over the ethical conduct of inter-
national research have in recent
years generated increasingly co-
pious1–9 and at times acrimo-

nious10–12 debate, there is little
doubt that many key issues re-
main unresolved,13 particularly
for developing countries.14 Even
in developed countries, the track
record of ethical review remains
open to criticism, particularly
around the disputed definition of
what constitutes “minimal risk.”15

The current institutional
framework for collaborative in-
ternational health research stems
largely from US government–
driven directives to establish eth-
ical oversight over research in-
volving human subjects, most

particularly in the form of fed-
eral regulations, and system-
atized in the form of institutional
review boards (IRBs).15–17 While
the role of an IRB is viewed as
having broad responsibilities for
considering all ethical dimen-
sions of a research protocol, it is
recognized that IRBs in practice
tend to focus on informed-
consent documents.14,16,18 Indeed,
rules-driven ethical oversight19

has created a disjuncture be-
tween ethical codes, which are
essentially standards for profes-
sional behavior with limited ac-
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countability, and legal standards,
which have the potential for
high levels of sanction and en-
forceability.13 As a result, the sys-
tem has driven a concern about
procedural correctness19 rather
than a substantive approach to
ethical reasoning.13

It is particularly in the setting
of international collaborative re-
search, involving researchers
from developed and developing
countries, that the fault lines have
been most exposed.1,4,13,18,20–23

For example, cross-country re-
search protocols (i.e., research
conducted in developing coun-
tries by developed country re-
searchers) have set regulation-
driven US standards against local
interpretations of ethical codes,
with the former routinely su-
perceding the latter because of
regulatory requirements that sub-
stituted provisions must be “at
least equivalent” to those in US
policies.16 The responsibility of
the IRB—or of its equivalent in a
developing country—to span the
tension between “legalist” and
“ethical” reasoning approaches to
safeguarding the rights and wel-
fare of participants is complicated
where there are profound cross-
cultural differences, inadequate
health care provision, high levels
of social inequality, and social
systems that fail to respect
human rights.16

It is perhaps not surprising
that, in considering ethical over-
sight, informed consent is most
typically identified as the area on
which “local” expertise is best
placed to comment,16 rather than
on issues of the ethics of study
design or justice. For example, lo-
cally specific cultural values are

said to be more likely to influ-
ence preferences in how a study
should be conducted (recruit-
ment, disclosure, consent) than to
influence the “overall acceptabil-
ity” of a study.14 Centers for Dis-
ease Control and Prevention
(CDC) IRB interviewees ex-
pressed the view that national
ethics committees were better
placed “to address political and
cultural acceptability” while CDC
IRBs were better placed to ad-
dress research design and biolog-
ical risk.24

Accordingly, informed consent
has become a particularly impor-
tant focus of attention in ethical
considerations in international
research. One the one hand, this
is welcome. Careful and cultur-
ally sensitive attention to matters
of consent and confidentiality is
essential for protecting the rights
and welfare of study sub-
jects16,18,23,25,26 and finding fair
resolution to the problems asso-
ciated with interpreting what
constitutes meaningful informed
consent across different cul-
tures.14,16 However, the require-
ments of federal regulations and
donor agency “rules”27 have also
resulted in the application of ex-
tremely detailed and elaborate
procedures for consent that,
from the point of view of re-
searchers and subjects in devel-
oping countries, may simply be
inappropriate in their assump-
tions and expectations of what
research participants would see
as important protections of their
rights. It is not surprising that
these stringent rules of consent
may be seen as primarily protec-
tion for the researcher or institu-
tion rather than the study sub-

ject.24,25,27 Even where consent
is carefully addressed, it is usu-
ally in the design and planning,
with little or no attention to
monitoring actual implementa-
tion or how effective the con-
sent is.18,26

Furthermore, as many com-
mentators have pointed
out,13,15,18,26,28 reliance on proce-
dural aspects of consent is wholly
insufficient to guarantee ethical
standards in research, and such
narrow interpretations of ethical
obligations have often had disas-
trous consequences for subjects
in developing countries. Concen-
tration on procedural aspects of
consent to the exclusion of issues
of distributive justice13,18,21 makes
it easier to justify or overlook ex-
ploitative research. 

VULNERABILITY 
AND AGENCY

The concept of vulnerability
of study populations, and the
corollary obligations of the re-
searchers, is central to the well-
grounded fear of the exploitation
of study subjects—particularly in,
but not limited to,26 developing
countries. Traditionally, ethical
codes have viewed the inability
or incapacity to make indepen-
dent decisions as the corner-
stone of vulnerability29,30 and
characterized vulnerable popula-
tions by their need for special
protection.29,31

Such formulations, while in-
tended to redress imbalances in
power underlying conditions of
vulnerability, do not necessarily
recognize the mutuality of the re-
searcher–subject relationship,26

inherent in newer conceptions of

public participation32,33 and com-
munity agency in determining
need34 in public health. The pro-
cess of “speaking for others,” so
central to IRB processes in rela-
tion to vulnerable groups,17 is
coming under increasing criti-
cism in development-related
analyses of public heath where
the “need for people to negotiate
their own inclusion”33 is critical
to the success of the new public
health.

For example, Eckenwiler17 de-
fines vulnerability in terms of
threats to self-development, self-
determination, and equality that
exist independent of research
and suggests that variables other
than those “traditionally” cited in
research codes (gender, disabil-
ity, children, poverty, etc.) should
be considered within the ambit
of vulnerability, based on an
analysis of the participant’s own
experiences and their particular-
ity. Similarly, Zion et al.26 define
vulnerability in terms of the lack
of basic rights and freedoms re-
quired for participants’ free
choices. Brody25 has argued that
failure to make informed consent
meaningful has occurred because
of a preoccupation with auton-
omy as a right rather than as a
value, resulting in an ethical prin-
ciple that generates no obligation
on the part of the researcher to
help the participant make au-
tonomous decisions.

Institutional review processes,
therefore, need to develop new
ways to recognize and strengthen
the agency of individuals, groups,
and communities, whom institu-
tional review has thus far only
viewed as candidates for protec-
tion.35 As in broader public
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health policy, rather than “doing
things for or to the poor, [ethical
review should] start strengthen-
ing the capacities of the poor to
do things themselves.”36 By ask-
ing difficult but appropriate ques-
tions of researchers relating to
the role their research will play
in facilitating empowerment of
vulnerable groups, ethical review
should aim to strengthen the
connection between autonomy
and freedom.26

For example, reproductive
health studies that have the po-
tential risk of gender violence
could, if appropriately planned
and managed, afford significant
opportunities for intervening to
reduce vulnerability and em-
power marginalized women,
both within and outside of the
study. Researchers should recog-
nize a positive obligation to actu-
alize participants’ autonomy25

and therefore improve the situa-
tion of vulnerable populations.
Underresearching of the prob-
lems of vulnerable communities
is itself an ethical issue that
should not be aggravated by the
very process of ethical review.
The recognition of, and opportu-
nity to support, participants’
agency potentially turns institu-
tional review into a mechanism
for redress of inequality, rather
than framing ethical discourse in
relation to vulnerable popula-
tions as a negative conditionality
(i.e., in terms of conditions under
which research might be “ethi-
cally acceptable”26). Clearly, de-
signing and implementing such
studies demand additional re-
sources and represent the added
costs of community participation
and empowerment. However, in

evaluating the ethics of a study,
public health research should
not accept resource constraints
as a given, and certainly should
not allow such acceptance to set
the terms in which ethical ques-
tions in public health research
are resolved.

Moreover, one of the implica-
tions of the biomedical commu-
nity’s embrace of the randomized
controlled trial as the core crite-
rion for any public health evi-
dence base is that other kinds of
research, better suited to empow-
ering vulnerable communities
and groups, may be systemati-
cally neglected. For example, par-
ticipatory action research37,38

and social epidemiology39 are re-
search methods more attuned to
assessing community harms and
benefits and empowering study
subjects. In examining challenges
facing public health in develop-
ing countries, the strongest evi-
dence for people-driven develop-
ment in public health is often to
be found in case studies,33 re-
plete with internally subjective
assessments of success. Yet such
evidence rarely meets traditional
standards for scientific objectiv-
ity. If ethical review processes are
to take seriously the participation
of those who are labeled vulner-
able, it has to address the passiv-
ity imposed on subjects by the
objectification of participants in-
herent in many research designs.

PARTIALITY AND POWER

Linked to the positivist frame-
work of most biomedical re-
search is the view that ethical re-
view requires careful assessment
by an impartial external agency.

However, commentators have
observed that, in reality, the very
process of ethical review is often
replete with partiality17 and—in
Africa, for example—the colonial
legacy leaves significant potential
for personal bias.23 Moreover,
decisions of IRBs take place in
the context of significant differ-
ences in interests among stake-
holders, which include govern-
ments, funders, academic
institutions, researchers, and
communities, both within coun-
tries and between countries.26

These interests, depending on
the particular context, are ex-
pressed through uneven power
relations between stakeholders,40

between stakeholders and
IRBs,8,20,23,40,41 between IRBs
and researchers in developed
and developing countries,16,27,42

and even within IRBs.14,16

Money, power (political or
economic), prestige, custom, in-
difference, or even simple lack of
awareness may all influence,
sometimes decisively, the deci-
sionmaking process of ethical re-
view, frequently complicated by
conflicts of interest (situations of
dual loyalty) in which research-
ers17,18,40,41 or IRB mem-
bers17,22,23,40,43 might find them-
selves. It is not uncommon for
developing-country IRBs to be
pressured by funders or research-
ers to approve the local arm of a
multicenter study that has al-
ready met with approval in the
funder’s home country. Financial
incentives to researchers and
whole institutions may be suffi-
ciently powerful to shape entire
research agendas in the develop-
ing world18,20–22,42 and the devel-
oped world.18,40,41 Thus, while an

idealized view of IRBs holds that
their decisionmaking is always
independent of influence, the re-
ality may often be very different. 

Some critics have argued that
impartiality in ethical review is
simply not possible and that
claims for impartiality are in fact
part of the problem.17 What en-
ables differences in power to per-
sist, and to insert themselves into
institutional review, is largely the
lack of explicit recognition of
these diverse and often powerful
sectoral interests by the review
process. Eckenwiler17 has re-
ferred to the “flattening” process
that occurs within IRBs that re-
sults in the hiding of inherent
subjectivities, prejudice, and mis-
understandings in the review
process. Therefore, different
frameworks for adjudicating con-
flicting interests, which are per-
haps more effective at making
the implicit explicit, may be use-
ful if integrated in ethical review.
Specifically, human rights ap-
proaches, by setting clear terms
of reference for adjudicating con-
flicting rights in relation to
widely accepted human rights
standards, rely on exactly that
process of making diverse and
potentially divergent interests ex-
plicit, so that value judgments
can be applied within a frame-
work that has credibility with all
stakeholders.44,45 So, for exam-
ple, rights analyses may help to
clarify diverging interests, allow-
ing greater weighting to be
placed on the rights of partici-
pants from vulnerable groups,
and thereby making the work of
IRBs easier.

Such approaches may also be
useful in helping to answer an-
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other difficult controversy—to
whom are IRBs accountable
when funders, governments, par-
ticipants, and researchers all look
to IRBs to ensure that in the pro-
cess of ethical review, their par-
ticular interests are met? IRBs
can only balance these diverse
pressures by making such pres-
sures explicit, and negotiating a
priori how consideration should
be given to different kinds of
stakeholders in the context of
prioritizing the interests of study
participants, particularly those
from vulnerable groups. How-
ever, in the absence of any orga-
nized, credible, representative
structure, often the interests of
the participants are represented
in the abstract, by consultants, or
by token participation from indi-
viduals said to be representing
the patients/participants.8,16,35,43

Here again, the need to recog-
nize the agency of vulnerable
groups in representing them-
selves is paramount.

The problem of “moral rela-
tivism”14,16,18,46 remains a serious
obstacle in resolving Western vs
non-Western differences in inter-
preting ethical standards. For ex-
ample, how should consent be
operationalized in societies that
do not share Western construc-
tions of autonomy?14,16,18 How do
different values influence the
judgments made regarding the
justice of the distribution of bur-
dens and benefits in a particular
study?13,18,21,46 For research lo-
cated in a developing country,
US IRBs may be at a substantive
disadvantage, having little famil-
iarity with some of the key con-
textual issues in a developing
country needed for assessing the

ethical standing of a study.13,16 In-
deed, IRB members may have
little if any knowledge about peo-
ple who enroll in studies,
whether in developing or devel-
oped countries.17

Arguments that it is “ethical
imperialism” for outsiders to dic-
tate ethical standards to African
researchers and IRBs12,13,14,47 are
correct in drawing attention to
uneven power relations between
Northern and Southern institu-
tions and researchers. However,
such arguments ignore the het-
erogeneity that exists within
countries, within committees,
between researchers and com-
munities, and among research-
ers and among communities.
Moreover, the use of these ar-
guements as a sole criterion for
ethical justification of studies
represents a false “procedural
defense”13 that opens the door
further to the internalization of
power differentials within the
work of IRBs, rendering them
more vulnerable to exploitative
practices. Adherence to study
procedures is a necessary but in-
sufficient condition for the ethi-
cal conduct of a study,13 as
much in developed as in devel-
oping countries.

Finding an institutional sys-
tem for ethical oversight that is
able to account for all morally
relevant factors particular to a
local situation46 without impos-
ing “Western” rules, and in a
way that affirms the agency of
vulnerable participants, is
hugely challenging. One sugges-
tion to address cross-cultural dif-
ferences in interpreting ethical
principles has taken the form of
a negotiated ethical standard

that recognizes the “important
truths” reflected in both ap-
proaches based on moral rela-
tivism and those based on moral
fundamentalism.16 However,
even in its careful algorithm
seeking to adapt “Western stan-
dards” to best protect the inter-
ests of local study populations,
the core requirement is still to
“satisfy Western standards of re-
spect for persons, beneficence,
and justice,” which implies that
“the sponsoring IRB should
have the last word on whether
the protocol is approved.”16

MAKING THE DIFFERENCE

What, then, can be done? The
work of IRBs in both developed
and developing countries could
be greatly facilitated by the es-
tablishment of effective and
timely independent mechanisms
for monitoring the conduct of re-
search8,18,28,48 and the availability
of whistle-blower mechanisms to
protect individuals who identify
system failures.18,48 Increasing
the transparency of IRB deci-
sions by opening IRB meetings
to members of the public8,14,28

and allowing public access to rec-
ords of IRB decisions could be
effected without compromising
proprietary information or pro-
fessional integrity. Most impor-
tantly, expanding IRB member-
ship to include participants
specifically drawn from vulner-
able communities14,28 would
contribute significantly to criti-
cal and challenging perspectives
being heard, which could also
ensure the incorporation of
“particularity into the review
process.”17

Of course, community partici-
pation is fraught with complexi-
ties; it may end up that only the
most powerful—or minority—
voices in heterogeneous commu-
nities are heard,16,37 particularly
where communities lack the in-
frastructure or organization to
manage outsiders’ requests for
participation.16 Recruitment of
“lay” participants tends to privi-
lege participants of higher educa-
tional and social standing,16,17 and
there is evidence that nonscientist
members tend to be less active
and to lack influence in ethical
review processes.14,17 Therefore,
expanding IRB membership to
include significant participation
from groups that include vulner-
able populations will be effective
only if complemented by active
steps to empower nonmedical
participants in the review proc-
ess.35 Complementary to general
calls for ethical training of devel-
oping country research ethics
committees6,18,43,46 should be
measures that enhance nonmed-
ical participants’ understanding of
how to organize themselves to
offer ethical input that “em-
power[s] citizens to understand
and utilize their potential for par-
ticipating.”17 Moreover, such
training must be situated within a
context of policy and legislative
changes to strengthen the role of
civil society in ethical oversight.

The concept of vulnerability
has been extended to apply to
governments in developing coun-
tries, in recognition of the grow-
ing inequities generated by the
process of globalization and the
implications for health-related
research.49 Is it ethically tolera-
ble that only 10% of global
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spending on health research is
directed toward diseases that
contribute 90% of the global
burden of disease?50 And is it
the task of the IRB system to ad-
dress what Benatar18 has called
“macro issues”—the best interests
of whole populations and sci-
ence that concerns itself with the
amelioration of “the miserable
conditions in which the majority
of the world’s population live”?
A narrow view might regard the
IRBs’ responsibilities as solely to
protect human subjects from the
risks posed by their participation
in research.14 However, such an
exclusive focus is to lose sight of
the broader challenges facing
public health research. Vulner-
able groups, vulnerable commu-
nities, and vulnerable countries
will remain passively “in need of
protection” until they gain the
type of agency “that locates
organized and active communi-
ties at the center as initiators
and managers of their own
health.”33 The process of ethical
review in public health research
must facilitate such agency if it is
to address effectively the ethical
dilemmas currently emerging in
collaborative international
research.
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THIS ILLUSTRATION APPEARED
as a foldout in a little book, Über
die Wirkungen der Schnürbrüste
(On the Effects of the Corset),
written by Samuel Thomas von
Sömmerring.1 The essay was
published in 1793 and repub-
lished in an expanded edition in
1803. Translated into several
languages, it became a best-
seller.2

Von Sömmerring, a physician
and well-known anatomist, ar-
gued that the back-laced corset,
as worn by fashionable ladies of
the time, constituted a heath haz-
ard by compressing the ribs and
other internal organs and lead-
ing—he claimed—to tuberculosis,
cancer, and scoliosis, or curva-
ture of the spine. His illustration

contrasts the natural shape of the
female body with the artificial
hourglass shape produced by a
tightly laced corset. In Germany,
England, and the United States,
dress reformers advocated looser
lacing, pantaloons or “bloomers,”
and clothes that allowed more
natural movement. Throughout
the late 19th century, however,
these reformers belonged to the
radical fringe of the feminist
movement, and their arguments
led to much merriment in the
popular press. Most middle- and
upper-class women continued to
compete for the tiniest waists, re-
gardless of their impact on
health. In more recent years, hia-
tus hernias caused by overly tight
girdles or corsets have been
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termed “Sömmerring’s syn-
drome” in tribute to the first
physician to warn of the dangers
of tight lacing.3  

About the Authors
Elizabeth Fee, Jan Lazarus, and Paul
Theerman are with the History of Medicine
Division, National Library of Medicine,
National Institutes of Health, Bethesda,
Md. Theodore M. Brown is with the De-
partment of History and the Department of
Community and Preventive Medicine, Uni-
versity of Rochester, Rochester, NY.

Requests for reprints should be sent to
Elizabeth Fee, PhD, Bldg 38, Room 1E21,
8600 Rockville Pike, Bethesda, MD
20894 (e-mail: elizabeth_fee@nlm.nih.
gov).

Note. Most of the Prints and Photo-
graphs Collection of the History of Medi-
cine Division of the National Library of
Medicine may be viewed through the on-
line database “Images From the History of
Medicine” at http://wwwihm.nlm.nih.gov/.
The Web site also provides information on

ordering reproductions of images. If you
have a print, photograph, or other visual
item that might be appropriate for this col-
lection, please contact the History of Medi-
cine Division.

References
1. von Sömmerring ST. Über die
Wirkungen der Schnürbrüste. Berlin:
Neue Auflage; 1793.

2. Schwarz GS. Society, physicians,
and the corset. Bull N Y Acad Med.
1979;55:551–590.

3. Bell JA, Bell GC. “Tight girdle” or
Sömmerring’s syndrome. N Engl J Med.
1973;289:698. 

Source. Prints and Photographs
Collection, History of Medicine
Division, National Library 
of Medicine.



American Journal of Public Health | July 2002, Vol 92, No. 71086 | Going Public | Peer Reviewed | Washington

A DECADE AGO, FORMER
Winston honcho David Goerlitz
sneered that the R. J. Reynolds
Tobacco Company had built its
fortune by marketing to “the
young, poor, black, and stupid.”1

A tobacco executive who risked
such candor today might add,
“the lesbian, gay, bisexual, trans-
gender, and Hispanic.” But such
loose talk is very unlikely today
because a series of legal reversals
and losses in the court of public
opinion have created an acutely
circumspect tobacco consortium. 

Decades ago, flagrant, disre-
spectful stereotypes marked the
industry’s initial courting of Afri-
can Americans. Sports sponsor-
ships, cartoon characters, and
trinkets clearly labeled yester-
day’s marketing efforts to chil-
dren and youths. But by the late
1980s, tobacco firms could read
the writing on the billboard. Pub-
lic health advocates and African
American activists joined to
protest such egregious forms of
targeted marketing as the satura-
tion of urban communities with
billboards. Even more vociferous
protests castigated the design and
marketing of cigarettes and to-
bacco blends targeted exclusively
at African Americans.

By the mid-1990s, Minnesota
Attorney General Hubert

Humphrey III wrested a legal set-
tlement from the nation’s major
tobacco companies into which he
incorporated a brilliant public re-
lations stealth bomb: He forced
the release and publication of Big
Tobacco’s secret internal market-
ing and research documents on
the Internet for all to read. These
documents laid bare, in the in-
dustry’s own damning words, the
oft-denied targeting, seduction,
and recruitment of minority
groups and children. They also
unmasked Big Tobacco’s disdain
for its targets.

The ensuing spate of state and
federal legal victories over Big
Tobacco has, among other things,
specifically banned traditional
means of marketing to young
people, such as cartoons, bill-
boards, and advertisements in
periodicals with significant youth
readership. 

These developments, while
public health successes, have also
served to drive tobacco’s youth
recruitment efforts underground,
where they continue, shrouded
in coded language and the all-
too-familiar denials. The tobacco
industry still boasts a marketing
budget of $8.4 billion per year
for the United States alone,2 and
the hidden truth about today’s
targeted marketing of vulnerable

groups such as lesbian, gay, bi-
sexual, and transgender (LGBT)
youths will be even harder to ex-
cavate than was yesterday’s.

Big Tobacco’s past approaches
toward targeting minorities, espe-
cially African Americans, are illu-
minating and may prove instruc-
tive for detecting its current ploys
toward forbidden markets such
as youths, especially LGBT
youths. For example, Big Tobacco
made loyal customers (and de-
fenders) of many African Ameri-
cans by lavishing positive atten-
tion on them when the rest of
corporate America still consid-
ered Blacks to be marketing pari-
ahs. Tobacco firms hired African
Americans before other elements
of corporate America welcomed
or even accepted them, and to-
bacco firms infused languishing
African American media, cul-
tural, and advocacy groups with
desperately needed financial sup-
port (box on page 1091).

But as the targeted-marketing
backlash in the African Ameri-
can community has limited and
sometimes stymied tobacco
firms’ influence, these companies
have sought out lucrative new
markets. Internal marketing
memos show that the tobacco in-
dustry has scoured the globe for
new target communities as
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starved for corporate attention
and acceptance today as African
Americans were yesterday. These
new targets include Hispanics,
the fastest growing element of
the population, and sexual mi-
norities.

Today, tobacco firms are
emerging from their corporate
closets to openly engage in every
type of marketing targeted at gay
adults. Most alarmingly, the tar-
geted marketing focuses on
LGBT youths, but the cynical
marketing snares for the young
are carefully hidden and slyly la-
beled. Today, tobacco’s corporate
language is sanitized in a
Newspeak of acronyms and is
bowdlerized to delete any overt

reference to youth marketing.
The industry whose internal
memos once blithely spoke of re-
cruiting Black 14-year-olds is
now careful to refer in print and
in public only to “young smokers
18 and older.”

SLAUGHTER OF THE
INNOCENTS

The tobacco industry has
never admitted targeting LGBT
youths or even targeting youths
at all, despite Joe Camel, car-
toons, logo-rich children’s trin-
kets, and sponsorship of youth-
oriented sporting and music
events. In the face of denials and
the recent absence of loose-lipped
memos, how can one know that
Big Tobacco markets to LGBT
youths? 

The first clue is a look at the
fruits of that targeting, because
the overwhelming majority of
adult smokers were once under-
age smokers, and almost no
smokers, gay or straight, take up
the habit after age 20. Tobacco
companies know that they must
hook a smoker as a child or not
at all, and the US tobacco indus-
try invests $23 million every day
to ensure that they do.6–8

Twenty-eight percent of high
school students smoke, as op-
posed to 23% of adults. Every
day, 5000 children take their
first puff; 2000 are unable to
stop and thus swell the ranks of
the nation’s smokers. One third of
the addicted will die from their

smoking habits—and this doesn’t
count the 14% of boys who be-
come addicted to the smokeless
tobacco popularized by genera-
tions of sports heroes who chew,
dip, and spit very publicly.2

A number of studies have de-
termined that children are 3 times
as susceptible to tobacco advertis-
ing than adults and that such ad-
vertising is a more powerful in-
ducement than is peer pressure.9,10

Ugly as this picture is, the
prospects of avoiding tobacco ad-
diction are much bleaker for
LGBT youths. The prevalence of
smoking is around 46% for gay
men and 48% for adult les-
bians,11,12 twice as high as for their
peers. Data on bisexual and trans-
sexual smoking behavior are
sparse, as are data on the smoking
behavior of sexual minorities who

are also members of high-risk
racial and ethnic minority groups.
Still, smoking prevalence is likely
to be disastrous at the intersection
of such high-risk groups. 

The smoking rates of LGBT
youths are just as high as those
of adults, which is hardly surpris-
ing. And not only do twice as
many LGBTs as other Americans

take up smoking; they find it
harder to quit, although most
want to. Eighty percent of the
1011 adult respondents in a
2001 American Medical Associa-
tion (AMA)–Robert Wood John-
son (RWJ) Foundation poll said
they had tried to stop smoking
but could not.13 Like African
Americans, members of sexual
minority groups pay a much

“
”

Tobacco companies have always been aware 
of sexual minorities as customers 

who smoked at extremely high rates,
but only in the last decade have they 

embraced marketing targeted at 
gays in earnest and in large numbers.

Gay and lesbian adults smoke twice
as much as their peers. 
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higher medical price for their to-
bacco addiction. The direct
health effects of smoking for gays
and lesbians are legion, although
the exact figures are still a matter
of debate.11 Lesbians who use to-
bacco face risks of breast cancer,
colorectal cancer, and other can-
cers 5 times higher than those of
other women.11 The Centers for
Disease Control and Prevention
(CDC) calculates that the life ex-
pectancy of a homosexual man is
8 to 20 years less than that of
other men14 and that high smok-
ing rates contribute directly and
indirectly to their early deaths.
Some researchers fear that ciga-
rette smoking may increase the
risk of HIV infection and acceler-
ate the progression to AIDS.15

HIV-positive men have the high-
est smoking rates of all,15 and

heavy smoking triggers immune
function changes that also
worsen the prognosis for other
infectious diseases such as sexu-
ally transmitted diseases and
hepatitis C.15,16

Despite all these studies, sur-
veys reveal that gay smokers do
not believe that smoking a pack
a day constitutes a health risk.17

This is a dangerous attitude, be-
cause the health effects of smok-
ing are not always related to the
dose.

The scourge of tobacco addic-
tion doesn’t wait for adulthood to
erode the mental and physical
health of LGBT youths. These
youths already face much higher
vulnerabilities to violence, sui-
cide, and risk-taking behavior (in-
cluding risky sexual behaviors)
than their peers. Young gay
smokers are the greatest risk tak-
ers; their higher rates of alcohol
and drug use15 lead many ex-
perts to characterize tobacco as a
“gateway drug” for gay youths. 

LGBT youths also pay a high
price in direct health effects of
their smoking addiction, such as
30% to 87% higher rates of can-
cer. The synergistic effect of to-
bacco and alcohol encourages a
constellation of other respiratory
diseases and of ear, nose, and
throat diseases; early smoking
also inflates the lifetime risks not
only of premature death but also
of impairments such as blindness
and infertility. 

Ninety percent of smokers
start in their teens,17 and LGBT
smokers start even younger; in
one survey, 13 years was the me-
dian age for girls.18 Tobacco
firms therefore know that their
efforts to target gays and lesbians
will work only if they target gay
youths younger than 18, the
legal smoking age in most states. 

The tobacco industry’s target-
ing of the LGBT communities is a

matter of record. Alcohol compa-
nies, many owned by tobacco
firms, have targeted gays12 as far
back as the 1950s, when Joseph
Cotton, with a hand resting on his
double, slyly touted Smirnoff
vodka, “mixed or straight.”19 To-
bacco companies have always
been aware of sexual minorities
as customers who smoked at ex-
tremely high rates, but only in the
last decade have they embraced
marketing targeted at gays in
earnest and in large numbers.

The secret tobacco documents
placed on various Web sites af-
ford revealing insights into the
industry’s changing perception of
the LGBT communities. Internal
memos reveal that tobacco com-
panies sought gay voters’ support
as early as 1983,2 when they
wished to repeal workplace
smoking bans in San Francisco.12

An internal Philip Morris memo
from 1985 reveals grudging ad-
miration at how views of gays
and lesbians as customers were
changing: “It seems to me that
homosexuals have made enor-
mous progress in changing their
image in this country. . . . A few
years back they were considered
damaging, bad and immoral, but
today they have become accept-
able members of society. . . .We
should research this material and
perhaps learn from it.”20

A few years later, when Afri-
can Americans were successfully
protesting targeted community
saturation by tobacco firms, the
tobacco industry began openly
contemplating sexual minorities
as a less troublesome market. In
the 1990s, just after the protests
that aborted the marketing of
Uptown to urban African Ameri-
cans, a “Top Secret Operation
Rainmaker” memo listed gays as
a marketing “issue” to be dis-
cussed.21 Paradoxically, this mar-
keting attention was catalyzed by

“
”

The tobacco industry has scoured the globe 
for new target communities as starved 

for corporate attention and acceptance today 
as African Americans were yesterday. 
These new targets include Hispanics,

the fastest growing element of the population,
and sexual minorities.

Linking cigarettes, alcohol, and the
bar scene has been a staple of 
tobacco marketing strategies.
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a concerted political attack
mounted on the tobacco consor-
tium by gays. When the AIDS
Coalition to Unleash Power
(ACT-UP) organized a 1990 boy-
cott of Philip Morris over its sup-
port of Jesse Helms, tobacco
companies responded by donat-
ing large funds to AIDS organiza-
tions in appeasement efforts,12

just as they have showered politi-
cally pivotal African American
organizations with money. To-
bacco firms swiftly followed
these overtures to gays and les-
bians with national advertising
campaigns. In 1991, a Wall Street
Journal headline trumpeted,
“Overcoming a deep-rooted re-
luctance, more firms advertise to
[the] gay community.” The story
called gays and lesbians “a
dream market” and focused on
the tobacco industry’s courtship
of LGBT media giants such as
Genre.22

Between 1990 and 1992, a
series of ads for American
Brands’ Montclair featured an
aging, nattily dressed man sport-
ing an ascot, a pinky ring in lieu
of a wedding ring, a captain’s hat,
and an orgiastic expression. This
was perceived as a gay or effemi-
nate persona by many readers
and media analysts, a reading
that American Brands denies.
Benson & Hedges, for its part,
touted a series of gay-themed ads
for its Kings brand in Genre, a
gay fashion and lifestyle maga-
zine, as well as in Esquire and
GQ, which have significant gay
male readerships.

Recent marketers have not
overlooked lesbian and bisexual
women.12 Philip Morris’s Virginia
Slims ads send messages of inde-
pendence, camaraderie, and
iconoclasm that appeal to femi-
nists as well as lesbians. But the
ads, appearing in such magazines
as Essence and Ms., have de-

parted from women in lipstick
and heels to feature more an-
drogynous and sexually ambigu-
ous portrayals of women.
Women couples are shown fish-
ing in plaid shirts, mesh vests,
and hip boots; women duos in
tailored clothes are captured in a
tête-à-tête over coffee; women
even throw appreciative glances
at each other on the street over
text that exhorts them not to “fol-
low the straight and narrow.”

Marlboro, the most popular
cigarette brand among gay men,
has flaunted the brand’s rugged
hypermasculine image in venues
calculated to appeal to gays. For
example, one large billboard fea-
tures a close-up of a substantial
male crotch clad in weathered
jeans with a carton of Marlboros
slung in front of it. The image
hangs between 2 gay bars in San
Francisco’s Mission district.12

The health advocacy backlash
to Big Tobacco’s first flirtation
with gay media was swift and
sure. The Coalition of Lavender
Americans on Smoking and
Health (CLASH) issued a press
release that read in part, “This is
a community already ravaged by
addiction: we don’t need the
Marlboro man to help pull the
trigger.”12

BEYOND BILLBOARDS

If the experiences of racial mi-
norities—notably African Ameri-
cans—serve as a guide, targeted
advertising will be just the tip of
the tobacco iceberg. The under-
writing of key cultural institu-
tions is another insidious route to
the control of minority lungs. So
is control over the specialized
news media that minorities trust.
Until 5 or 6 years ago, nearly all
African American publishers re-
tained, and sometimes defended,
alcohol and tobacco advertisers.

For example, in 1998, Dorothy
Leavell, who was then president
of the National Newspaper Pub-
lishers Association, said, “Adult
African Americans are mature
enough to make [their] own deci-
sions unless government makes
tobacco illegal.” Leavell acknowl-
edged that tobacco money pro-
vided key support for the 121
publications her group repre-
sented: “The tobacco-settlement
negotiations have hurt our publi-
cations dollarwise.” She lamented
the fact that tobacco advertising
revenues fell “from a peak of
12–20 million a year [in 1995]
to less than 6 million [in 1998]”
(D. Leavell, oral communication,
1998).

Many African American publi-
cations still embrace and defend
tobacco advertising, not from
choice, but out of desperation.
Alcohol and tobacco corpora-
tions have long showered African
American publications with ad-
vertising and philanthropic rev-
enue while other national corpo-
rate advertisers shunned their
pages, taking African American
consumers’ money but refusing
to advertise in such important
publications as Ebony, Essence, or
Jet. Smaller magazines and news-
papers found corporate support
even more elusive and were
often completely dependent
upon the tobacco industry (which
owns many alcohol companies).
Curious news policies ensued;
medical writers, for example,
were ordered to avoid the topic
of smoking, and articles about
cardiovascular disease were pub-
lished that did not mention to-
bacco use as a risk factor.

Key African American advo-
cacy organizations such as the
Urban League and the National
Association for the Advancement
of Colored People (NAACP) were
gratified not only by large be-
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quests but the presence of highly
placed, highly visible African
American tobacco company staff.
For African Americans, tobacco
has been a good corporate friend
in a hostile corporate universe. In
1992, “R. J. Reynolds also decided
“to improve [the employment] re-
cruitment process by the develop-
ment of an attractive corporate
image to be systematically utilized
in recruitment ads. . . . [F]eel-good
‘social-responsibility’ campaigns
by tobacco companies help the in-
dustry not only to sway political
and public opinion but to con-
tinue to recruit effective salespeo-
ple and boost employee morale.”
This thrust includes hiring more
sexual minorities, supporting their
organizations, and addressing is-
sues of importance to LGBT com-
munities.23 In this context, con-
sider the insights of Janelle
Lavelle, whose gay advocacy

group opposed Senator Jesse
Helms’s 1990 reelection. At that
time, Lavelle told The Advocate,
“The protests make working with
other minority groups . . . harder
because Philip Morris is one of
the most labor-positive and mi-
nority-positive corporations in
North Carolina.” She added,
“Philip Morris has openly gay
people working at several places.
As North Carolina companies go,
Philip Morris is a jewel.”24

Today, the targeting of gays
and lesbians is escalating be-
cause gays constitute a very at-
tractive consumer market. They
boast a high disposable income
and are “attention-starved and
very loyal,” according to Jeff Vi-
tale, president of Overlooked
Opinions, an LGBT marketing
firm.12 For example, 94% of gay
readers in one survey said that
they would support advertisers in

gay magazines and contributors
to gay organizations.12

And, of course, LGBTs have
high smoking rates.

LGBT YOUTHS IN THE
CROSSHAIRS

This supremely attractive
LGBT market has an important
feature in common with both
heterosexuals and with the racial
minorities on which Big Tobacco
cut its targeted-marketing teeth:
It can be captured and retained
only by attracting potential smok-
ers while they are very young. 

A 1981 secret Lorillard memo
asks rhetorically, “Where should
our marketing thrust be?” and
replies, “keep riding with New-
port” because it is “heavily sup-
ported by Blacks and under-18
smokers. We are on somewhat
thin ice should either of these
two groups decide to shift their
smoking habits.”15

Unfortunately, federal and
state lawsuits have not ended the
seduction of children by Big To-
bacco. By 1998, a flurry of suc-
cessful state and federal lawsuits
had snatched from the industry’s

“
”

Alcohol and tobacco corporations have long
showered African American publications 

with advertising and philanthropic revenue 
while other national corporate advertisers

shunned their pages.

Blacks and other racial/ethnic
groups have been targeted by the
tobacco industry through ads such
as this Virginia Slims ad, with its
suggestive undertones.

bag of marketing tricks such op-
tions as advertising at sporting
events and on billboards and in
children’s publications. However,
Big Tobacco quickly replaced
such traditional sponsorships
with increased product place-
ment in films, logo-rich an-
nouncements, sponsorship of al-
ternative music clubs, and
moving billboards on taxis. Such
venues are more likely to reach
and to appeal to some LGBT
youths than traditional sporting
events and ads in heterosexual
women’s and men’s magazines.
A 2002 University of Chicago
report documents that despite
the explicit 1998 prohibitions,
the 3 largest US tobacco compa-
nies have selectively increased
youth targeting.26 “Cigarette
companies had to become
slightly more subtle about it, but
they continue to aim their adver-
tising at people under 18,” avers
Paul Chung, MD.26

Another reason for the to-
bacco industry’s subtlety in tar-
geting LGBT youths may be that
it found young teens responded
negatively to overtly sexual mes-
sages, according to secret docu-
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WHAT WERE AFRICAN AMERICANS’ favorite radio stations
in 1967—alphabetized, by city? How many owned automobiles,
and where were these car owners most likely to live? What was
the African American median income in 1971? How many hours
of television did the average Black man watch that year? Did he
prefer flavored, filtered, or menthol cigarettes? And exactly how
cool a menthol cigarette did he like to smoke–to the degree?

Ask a tobacco company. 
The marketing and biochemical research documents that

were released as part of Minnesota’s 1996 settlement with Big
Tobacco reveal a staggeringly exhaustive research dossier on Af-
rican American culture, habits, physiology, and biochemistry.
This intimate portrait of Black America enabled the design of
special tobacco products developed with African Americans in
mind. The special blends were then painstakingly test marketed
down to the smallest cynical details; these included packaging
with an Afrocentric red, black, and green color scheme, an “X”
logo that evokes political hero Malcolm X, and packs that
opened from the bottom because demographic surveys revealed
that this was a favored practice of Black men.

The evolution of marketing targeted at African Americans is
too complex to describe in great detail here, but its history re-
veals some important parallels to the way in which Big Tobacco
is making overtures to the LGBT communities.

Secret tobacco company documents available on the Internet
reveal how the industry meticulously researched African Ameri-
can habits and manipulated corporate and media leadership.
The early efforts of the 1950s, 1960s, and 1970s were crudely
stereotypical. Newspapers were to be eschewed in favor of mu-
sical advertisements, because “The beat, the tempo, and the
‘feeling’ of the ‘Soul’ music is almost instinctively identifiable to
the Negro ear, which is accustomed to this sound.” 3

“... ‘Outdoors’ (hunting, skiing, sailing) is not felt to be suit-
able, as these are considered unfamiliar to the Negro...”3 The
Montclair ads of the 1990s and the Project Scum campaign
(see text) mirror such offensive stereotypes.

However, later documents revealed an appalling sophistica-
tion both in content and in quality as the targeted marketing be-
came subtler. With the aid of hundreds of surveys, focus groups,
and social and even biochemical studies of African Americans,
tobacco companies researched and planned very effective mar-
keting campaigns. They even launched special brands, mostly
menthol, specifically targeted to African Americans, just as Marl-
boros, Virginia Slims, and Camels are marketed specifically to
LGBT youths today, through marketing campaigns such as Proj-
ect Scum.

African American communities have been saturated with bill-
boards and placards featuring ethnically diverse smokers, fre-
quent cigarette giveaways, and nefarious tobacco products such
as “blunt wraps”—rolls of tobacco used to hold marijuana. For a

Sold Down Tobacco Road
quarter, children and the poor can buy “loosies,” or illegal single
cigarettes, much more frequently in communities of color than in
other areas. 

But Big Tobacco’s siege of the African American community
didn’t stop there. It proceeded to kill with corporate kindness. In
the 1950s, boardrooms and marketing plans tended toward the
male and monochromatic. But the top 5 American tobacco com-
panies had discovered that there was green in Black communi-
ties, and the tobacco industry offered African Americans influen-
tial work and well-paid careers when other companies barred
Blacks from their boardrooms. 

Just as tobacco companies today hire openly gay staff and
pour funds into LGBT organizations, both local and national, they
filled the cash-starved coffers of nearly every influential African
American organization from the National Urban League to local
churches. Tobacco has been the best corporate friend that
Black America ever had, pouring so much money into political,
social, artistic, and religious organizations that, like hooked
smokers, these pivotal African American organizations cannot
function without tobacco. Tobacco companies did not forget to
invest in important politicians and to shower advertising and
other financial support on influential African American news and
entertainment media, which have become dependent on this ha-
bitual largess.

Today, the 28% smoking rate among African Americans is
higher than the national norm. After dropping briefly during the
antitargeting backlash of the 1990s,4 smoking rates among Afri-
can American youths are climbing again. What’s worse, 75% of
male African American smokers use menthol cigarettes. This is
no coincidence, suggests Philadelphia lawyer William Adams,
who has brought targeted marketing cases against Big
Tobacco.5 He recalls that “In 1957, only 5% of African Ameri-
cans who smoked consumed menthol products. This represents
fantastic growth. The taste for menthol was carefully cultivated
by the tobacco industry itself”  (W. Adams; oral communica-
tions; February 20, 1998, and May 14, 1999).

The 1990s saw a burgeoning African American opposition to
targeted marketing, especially to cynically specialized cigarette
brands such as Uptown, Camel Menthol, and X, and to the bill-
boards and ads that target minority children. Such opposition
has made African Americans increasingly difficult and expensive
consumers. The first Surgeon General’s Report to focus on the
smoking habits of racial and ethnic groups further damaged the
relationship between Big Tobacco and African Americans by docu-
menting the persistent targeting of young African Americans.

But the African American community remains vitally important
to the cigarette industry. African Americans represent nearly
14% of the population and 38% of its smokers (vs 31% for the
total population). African Americans still constitute a large total
market share of 8 top brands, especially Kool (20.5%).4
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The FUBYAS readily classifies
others into the groups, and knows
what his ‘membership’ is.”30 “This
is good news, because therein lies
differentiation and opportunity,”
concludes a tobacco company
document cited in the Washington
Post.30

For example, a June 1994 to-
bacco document observes, “re-
search indicates that adult smok-
ers are of different sexes, races
and sexual orientations.”31 The
descriptions of these targets are
rarely flattering. For example,
More brand cigarettes are tar-
geted at women—but not just any
women, according to internal
marketing memos: “Woman—
liberated, but not ball-busting.”
Users of generic cigarettes are
described as “not mentally stable
. . . imageless, hobos, tramps, rag
pickers.”32,33

Companies also target children
by sexual orientation. As with
lesbian Virginia Slims and gay
male Montclair campaigns on the
early 1990s, the targeting is
covert, but it exists. Strategies by
which tobacco companies have
increased the targeting of LGBT
youths include the following:

• Exploiting the bar culture. In
one survey, 32% of lesbians and
gays cited the bar culture as a
factor in their nicotine addic-
tion.12 Drinking in bars fosters
the smoking habit by lowering in-
hibitions and fuels LGBT alco-
holism rates, which are 3 times
the national average.12 The syn-
ergy of alcohol and smoking is a
special hazard for gays, as it mul-
tiplies the risks of cancer and
other diseases.

The importance of the bar cul-
ture is not lost on the industry,
whose documents show a heavy
marketing investment in bar
crowds, including “African Amer-
ican” and “alternative” bars

ments generated as early as
1978. A trial advertising cam-
paign for Old Gold filters found
that sexually referential advertis-
ing “produces no increase in
brand switching or awareness
and that it does not contribute to
the success of Old Gold lights.”
The report cited children’s nega-
tive reactions to “the whole sex-
ual erection thing . . . ‘get it on’ . . .
ugh . . . I wouldn’t go for it. . . .”27

The news media made much
of the high recognition of Joe
Camel among young children
and the plans to use sweet flavor-
ings in cigarettes. More apropos
to LGBT youths, however, are
marketing strategies directed at
youths who are beginning to rec-
ognize their sexual identities. For
example, in one internal memo,
tobacco companies muse how
helpful it would be if they could
discover that tobacco helps a
common health concern such as
acne.28

Access to cigarettes also re-
mains easy for children. Although
cheap “loosies” are more avail-
able in minority neighborhoods
to African American children,
children of all ethnicities can eas-
ily buy tobacco products from
vending machines and the Inter-
net. A 1983 study showed that

25% of children younger than 13
purchased cigarettes from vend-
ing machines.29

Big Tobacco’s canon of New-
speak includes an important veiled
reference to young smokers:
FUBYAS, the acronym for First
Usual Brand Younger Adult Smok-
ers. The first brand smoked by a
youth is tremendously important
to marketers. Smokers are notori-
ously brand loyal, making it ex-
pensive and difficult to induce
them to change brands. Therefore,
tobacco companies seek to induce
seduction by and loyalty to a
brand, not to the smoking habit.
The tobacco documents reveal a
great deal of finely detailed re-
search to tailor tobacco brands to
very specific populations and their
subgroups. “FUBYAS” are youths
because youths constitute the vast
majority of “first” smokers. Thus,
targeting FUBYAS is, by definition,
marketing to youths. For gay mar-
kets, this is marketing targeted at
gay youths. We know this because
tobacco companies do not target
children in broad strokes but
rather narrowly, by race, by in-
come, and by personality, as illus-
trated by tobacco documents full
of stereotyped descriptions. “The
elements that FUBYAS know are
their social groups. These are
large, loosely knit but highly la-
beled sub-societies from which
FUBYAS draw their identity. . . .

Cigarettes are sometimes packaged
with free gifts that appeal to both
young adults and youths.
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LGBT community, just as they
had with many African American
politicians, the African American
news media, and with groups
such as the National Urban
League. The tobacco industry
began introducing antidiscrimina-
tion bills that purported to offer
protection against sexual-orienta-
tion bias but whose addenda and
riders protected the rights of
smokers—and of the companies
that feed smokers’ habits. Ac-
cording to the Tobacco Institute,
by September 23, 1992, the in-

dustry had enlisted the help of
local gay and lesbian alliances to
pass smoker protection/“antidis-
crimination” laws in 20 states.38 

Sometimes, however, tobacco
companies knew that anti-tobacco
LGBT groups troubled by high
rates of LGBT addiction would
not support them, so they formu-
lated plans to cut these leadership
groups out of the picture and ap-
peal directly to gay voters.

In 1998, California voters were
offered Proposition 10, a measure
to substantially hike cigarette
taxes. A concerned Tobacco Insti-
tute (an industry consortium)
sought professional advice from
marketers, researchers, and con-
sultants on how best to garner the
gay vote. Consultant David
Mixner advised the Tobacco Insti-
tute “to bypass” gay organizations:
“Since it is apparent that we are
not going to have the endorse-
ment of most Gay and Lesbian
leadership, it is important to use
these campaign tools to bypass

where tobacco company repre-
sentatives distribute free cigarette
samples, hold contests with to-
bacco premiums as prizes, and
sometimes take over the bar to
buy free drinks.

• Exploiting drug use rates,
which are higher among LGBT
youths, a fact that Big Tobacco
has not hesitated to use to its ad-
vantage. 

• Targeting geographical areas
where many young LGBTs con-
gregate socially, such as the Cas-
tro and Tenderloin districts of
San Francisco.

PROJECT SCUM

The industry that has always
denied that it targets youths, de-
spite the detailed statements, re-
ports, and youth marketing plans
in its secret internal memos,
today refuses to admit its target-
ing of LGBT youths. Unfortu-
nately, in the absence of a con-
fession, hard evidence is hard to
come by. But hard evidence of
plans to target LGBT youths can
sometimes be excavated from in-
ternal tobacco marketing docu-
ments that were never meant for
consumers’ eyes.

Between 1995 and 1997, R. J.
Reynolds internal documents
recorded corporate-wide over-
tures to the young LGBT com-
munity in what must be one of
the least flattering targeted mar-
keting plans in history. In “Proj-
ect Scum,” R. J. Reynolds tried to
market Camel and Red Kamel
cigarettes to San Francisco area
“consumer subcultures” of “alter-
native life style.” R. J. Reynolds’s
special targets were gay people
in the Castro district, where, as
the company noted, “The oppor-
tunity exists for a cigarette manu-
facturer to dominate.”34 The gay
Castro denizens were described
as “rebellious, Generation X-ers,”

and “street people.” Both the
coded labeling of targets as
“Generation X-ers” in the mid-
1990s and as “rebellious” indi-
cates their youth. Project Scum
also planned to exploit the high
rates of drug use in the “subcul-
ture” target group by saturating 
“ ‘head shops’ and other nontra-
ditional retail outlets with Camel
brand.” More telling than the
guardedly worded report itself
are the scrawled marginalia such
as “Gay/Castro” and “Tender-
loin.” The observation “higher in-
cidents [sic] of smoking in sub-
cultures” has the phrase “and
drugs” written in.34–36

In one copy, the word “Scum”
is crossed out and the word
“Sourdough” substituted by a be-
latedly cautious executive. After
such careful sanitizing, the final
document could have emerged
as Project Sourdough with no
clear written evidence that young
LGBTs had ever been targeted.

The readiness such documents
evinced to exploit the higher drug
use rates among LGBT youths
sheds marketing light on some
dubious promotional devices. For
example, Philip Morris has given
away key rings with its Alpine
Extra Light cigarettes that conceal
a screw-top glass vial. Surveys by
the smoking cessation group Quit,
from Melbourne, Australia, sug-
gest that most youths think these
premiums are for holding drugs.
Unprompted, 10 of the 13 groups
surveyed suggested that the vials
were meant to carry “drugs,”
“coke,” “stash,” and “speed.” One
youth summed it up: “It’s a key
ring, and it’s what people typically
use to carry drugs.”37

STRANGE BEDFELLOWS

In the early 1990s, tobacco
companies began forging legisla-
tive and political ties with the

“
”

Philip Morris sought to expand its 
pursuit of the US Hispanic community by 
sponsoring soccer events, Latin music 

events, and Hispanic festivals 
and by giving away cigarettes.
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• The LGBT community is an
extremely attractive new con-
sumer base, with high disposable
income, a very brand-loyal cul-
ture, a tradition of tobacco use,
and a hunger for corporate atten-
tion and acceptance.

• The Internet will make it ir-
resistibly quick and easy to pre-
cisely target and survey specific
demographic groups within the
LGBT community for specific to-
bacco products, much easier than
detailing racial minorities has
been during the past 40 years. 

• The Internet also offers a
way to market and sell cigarettes
to underage youths, including
LGBT youths.

All this means that we may
see marketing aimed at LGBTs—
and, by implication if not defini-
tion, at young LGBTs—escalate in
scope and directness. The wave
of the future may be revealed by
Germany’s Reemstma tobacco
company, whose advertisements
have thrown yesterday’s coded
ambiguity to the winds. Ads for
its New West brand have fea-
tured a gay male marriage and
copy that exhorted, “Men! . . .
taste how strong this one is.”12

Reemstma’s Web sites include
one labeled “Queer,” which of-
fers a dazzling cornucopia of ad-
vertisements, news, fashion,
music, games, chat rooms, ex-
plicit gay pornography, and, of
course, tobacco products, all tai-
lored to the tastes and interests
of LGBT consumers.45

What better illustration of how
Big Tobacco increasingly views
the LGBT community with lust
rather than apprehension? As a
growing number of companies
court the gay market, analysts
predict that this desirability will
achieve widespread corporate ac-
ceptability. Then tobacco adver-
tising may become omnipresent

that and go directly to the Gay
and Lesbian voter with a message
that will resonate.”39

Just as struggling African
American media tended to de-
fend (or to conveniently ignore)
targeted marketing by Big To-
bacco, some LGBT media view
tobacco’s growing attention to gay
and lesbian customers as a boon.

In response to a August 17,
1992, Wall Street Journal story
by Joanne Lipman, Don Tuthill,
the publisher of Genre, wrote,
“The Philip Morris/Genre story is
not a story of

‘the tobacco industry . . . turning
its marketing muscle on another
minority’; it is a story of inclu-
sion . . . a story about a major
marketing company recognizing,
including and supporting a fre-
quently disenfranchised and
overlooked segment of the U.S.
population. . . . this is exactly
the kind of support that gay
media has sought for years.”40 

Joe Landry, publisher of Out
and The Advocate, crowed that
Big Tobacco’s advertising “shows
we’re making progress. . . . Lots
of companies are adding diver-
sity marketing to their budgets,
which used to mean money for
advertising mainly to blacks and
Hispanics, but now it’s meant
largely, and sometimes mainly,
for gay and lesbian customers.”41

However, the targeting of
racial and ethnic groups is hardly
a thing of the past; indeed, it is
escalating and gaining precision.
For example, a perusal of the on-
line tobacco documents shows
that tobacco companies have
added surgically precise research
on Hispanic markets to their eth-
nic marketing mix. 

As early as 1988, Philip Mor-
ris sought to expand its pursuit of
the US Hispanic community by
sponsoring soccer events, Latin
music events, and Hispanic festi-
vals and by giving away ciga-

rettes. The proposed budget for
the Hispanic Marlboro campaign
alone was $3.5 million.42–44

Recently, however, such target-
ing has achieved sophistication; it
is no longer in broad strokes but
rather surgical strikes. For exam-
ple, although Lorillard market re-
search details that African Ameri-
can men are the largest market
for menthol cigarettes, in some
Los Angeles and New York His-
panic communities, menthol is
perceived as the choice of gay
men. But in others menthol is
seen as macho, and in still others
as an acceptable choice for any-
one, man or woman.42

In sum, one can see dramatic
parallels between tobacco’s
courtship of the LGBT commu-
nity today and its targeted mar-
keting of African Americans
decades ago. The industry gave
African Americans the corporate
attention and acceptance they
craved, advertising in their media
and neighborhoods. It became a
generous and attentive corporate
friend, investing heavily in Afri-
can American organizations of
every stripe. It hired many Afri-
can Americans and non-White
women in positions of responsi-
bility in an era when boardrooms
were male and monochromatic.

Behind the scenes, however,
Big Tobacco’s secret documents
reveal that it slyly targeted chil-
dren and knowingly sabotaged the
health of a community already
ravaged by high disease rates.

Today, tobacco companies
view both racial and sexual mi-
norities as key markets. Targeted
marketing of tobacco to sexual
minorities seems likely to mirror
the process that worked so pow-
erfully to addict and sicken Afri-
can Americans.

Marketing targeted at LGBTs
will probably accelerate, for sev-
eral reasons:
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within the LGBT communities,
just as tobacco billboards, ads,
promotions, sponsorship, employ-
ees, and products did in African
American communities by the
1970s, seducing new generations
of smokers.  
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MINORITY AND LOW-INCOME
populations are less likely than
the general population to use re-
straints in motor vehicles.1–4 A
preliminary survey of Hispanic
preschool-aged children in west
Dallas, Tex, conducted in 1997
showed that the percentage using
child restraints was much lower
in this population (19%) than
among preschool children of all
races in the rest of the city
(62%).5

Information obtained from
focus groups of Hispanic parents
in the community led to develop-
ment of a program tailored to
that population. Activities were
carried out at neighborhood par-
ties and in a local community
health center, local day care cen-
ters, churches, community cen-
ters, and botanicas (stores that

sell traditional Hispanic remedies
and often employ a folk healer).
Child safety seats were distrib-
uted through parent education
classes in a variety of locations.

Child motor vehicle restraint
use was evaluated through struc-
tured observational surveys,
which showed a significant in-
crease in child restraint use in
the community. By 2000, re-
straint use among Hispanic pre-
school-aged children attending
the clinic (72%) had surpassed
use in a comparison population
of preschool-aged children in the
rest of Dallas (69%).

THE PROGRAM

Three adjacent zip codes
(75208, 75211, and 75212) in
the west sector of Dallas were
chosen for the survey because of
their predominantly Hispanic
population (population 110000,
60% Hispanic). Preliminary sur-
veys had shown that child re-
straint use among Hispanic pre-
school-aged children was lower
than 20% in several settings in
these zip codes.

We used the Safe Communi-
ties model to develop community
interventions.6 Components of
the program are listed in Table 1.

The interventions were devel-
oped from standardized educa-
tional programs, with modifica-
tions based on information
obtained from 6 focus groups in
the Hispanic community. These
included establishing a child
safety seat loaner program, edu-
cating parents in small classes,
identifying mothers as authority
figures to help communicate the
message, addressing the issue of
fatalism or destiny, and using
videos that graphically showed
what happens to a child held on
an adult’s lap in a car crash.

Since child safety seat use was
not part of the tradition or cul-
ture of the Hispanic community
in the target area,7,8 the interven-
tions were incorporated into vari-
ous aspects of the culture. For ex-
ample, local priests were asked to
bless the child safety seats in a
ceremony before they were dis-
tributed; pamphlets about the
program were distributed
through local botanicas, churches,
and community centers; and ed-
ucational materials about child
safety seats were presented on
local Spanish-language radio and
television shows.

Child safety seat classes were
conducted in Spanish and Eng-
lish in the target area throughout

Increasing the Use of Child Restraints in
Motor Vehicles in a Hispanic Neighborhood
| Gregory R. Istre, MD, Mary A. McCoy, Katie N. Womack, MS, Linda Fanning, MS, Laurette Dekat, MD, MPH,

and Martha Stowe, MSW

The use of restraints in motor vehicles is less common in mi-
nority and low-income populations than in the general popula-
tion. A preliminary survey of Hispanic preschool-aged children in
west Dallas, Tex, conducted in 1997 showed much lower child re-
straint use (19% of those surveyed) than among preschool chil-
dren of all races in the rest of the city (62%).

Because there are few reports of successful programs to in-
crease child restraint use among Hispanics, we undertook to im-
plement and evaluate such a program. The program was con-
ducted by bilingual staff and was tailored for this community. It
was successful in increasing both child restraint use and driver
seat belt use.
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the project, beginning in May
1997. The classes were taught
by certified child passenger
safety technicians and were
held biweekly at the only
county-sponsored community
primary care health center in
the target area and at other lo-
cations in the community on re-
quest. Parents were required to
attend an hour-long training
class on the proper use and in-
stallation of child safety seats
before they received a seat.
They were asked to pay a $10
deposit for the seat, but they
were not denied a seat if they
were unable to pay. More than
3000 child safety seats were
distributed to Hispanic families
in the target area during the
survey period.

Interventions also were imple-
mented in several day care cen-
ters and neighborhoods in the
target area (Table 1). A key com-
ponent was the traffic safety
workshops, which included infor-
mation about vehicle safety, dri-
ver’s licenses, immigration, and
social security laws, as well as
demonstrations of proper installa-
tion of child safety seats. At local
schools, churches, and neighbor-
hood events, a Hispanic police-
woman known as La Protectora
(“The Protector”)9 held classes in
Spanish and English for parents
and children to explain child
safety laws and procedures. In-
formation was also provided
through activities at churches,
community centers, and botani-
cas. Trained bilingual staff, most

July 2002, Vol 92, No. 7 | American Journal of Public Health Istre et al. | Peer Reviewed | Field Action Report | 1097

TABLE 1—Components of Program to Increase Child Restraint Use in Hispanic Community, Dallas, Tex

Program development and cultural issues

• The program used the Safe Communities model. It was developed from standardized educational programs, adapted to the Hispanic community, and was further modified on the basis of results from 

6 community focus groups.

• Activities were conducted in Spanish and in English.

• Classes were taught by certified child passenger safety technicians who were bilingual.

• Activities addressed issues of importance to the community other than child safety restraints.

Health center

• Classes were held biweekly.

• Parents were required to attend an hour-long training class on proper use and installation before receiving a child safety seat.

• Parents were not denied a seat if they were unable to pay the $10 deposit.

• Pediatricians at the health center promoted child safety seat use by distributing “prescriptions” for proper child safety seat use to patients.

• Class instructors also participated in health fairs and special events sponsored by the health center, distributed pamphlets about child safety seat and seat belt use, and conducted child safety seat

inspections and demonstrations.

Day care centers

• A week-long intervention for children, parents, and day care staff included a presentation by a Hispanic policewoman, seat belt demonstrations, coloring contests, child safety seat training for day

care center employees, and traffic safety workshops for parents. It emphasized the importance of seat belt use by parents as well as use of child safety seats.

• A second intervention involved hiring 3 local mothers as liaisons to promote child safety seat use over a 9-week period in 5 day care centers. Liaisons were responsible for developing an ongoing

relationship with the day care centers and implementing interventions tailored to the centers’ needs and interests. Strategies developed by the liaisons included information booths, raffles, and

games designed to promote child safety seat use.

Neighborhoods

• Interventions implemented in several neighborhoods in the target area included neighborhood block parties, health fairs, child safety seat inspections, traffic safety workshops, and delivery of

educational messages at local festivals.

• The traffic safety workshops included information about vehicle safety, driver’s license and traffic laws, immigration and social security laws, and proper installation and use of child safety seats.

• At local schools, churches, and other neighborhood events, a Hispanic policewoman held classes in Spanish and English for parents and children to explain child safety laws and procedures.

• Educational pamphlets were distributed at churches, community centers, and local botanicas.

Evaluation

• Child restraint surveys were performed by trained observers, using survey forms developed by the Texas Transportation Institute.

• The target-area sites were a community health center, day care centers, and grocery store parking lots. The comparison-area sites were day care centers and shopping centers in other parts of the city.

KEY FINDINGS
• A program to increase use

of child safety restraints in
motor vehicles in a His-
panic neighborhood was
successful because it in-
corporated religion, cul-
tural beliefs, and commu-
nity into the interventions,
and because it was ongo-
ing and multifaceted.

• The program was most suc-
cessful among persons
who attended the commu-
nity health center and in
the youngest age group
(children younger than 2
years).

• Use of child safety seats
and restraints was closely
linked to drivers’ use of
seat belts.

of whom were also residents of
the target area, conducted all ac-
tivities.

EVALUATION

Observers were trained in the
use of a standardized observation
survey form that had been used
by the Texas Transportation Insti-
tute (TTI) for the past 13 years
for longitudinal studies of re-
straint use throughout Texas.10

Beginning in February 1997, sur-
veys were conducted as vehicles
entered parking lots at 3 types of
locations in the target area: (1)
the community health center
where the intervention was done;
(2) day care centers that were
sites of interventions, and (3) the
parking lots of 8 grocery stores,
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which were patronized predomi-
nantly by Hispanics. Observa-
tions at the grocery stores were
considered to be most represen-
tative of the community as a
whole. Children who were re-
strained in accordance with cur-
rent Texas state law were consid-
ered properly restrained.11 The
safety seats were not examined
in detail to determine whether
they were appropriately tight-
ened and tethered. 

A total of 7413 observations
among preschool-aged Hispanic

Note. Data from the health center, day care centers, and grocery stores in the target area
are for Hispanic children only.
aDallas data were obtained from Texas Transportation Institute surveys for Dallas, Tex,
excluding the target area, and include all races/ethnicities.

FIGURE 1—Child restraint use for children from birth to age 4
years in various settings in the target area, compared with Dallas
data, Dallas, Tex, 1997–2000.
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Note. Data from the health center, day care centers, and grocery stores in the target area
are for Hispanic children only.

FIGURE 2—Child restraint use for Hispanic children from birth to
age 1 year and aged 2 to 4 years in various settings in the target
area, Dallas, Tex, 1997–2000.

children (<5 years) were con-
ducted from 1997 through
2000: 2246 (30%) at the health
center, 2735 (37%) at day care
centers, and 2432 (33%) at gro-
cery store parking lots. Addition-
ally, 4137 comparison observa-
tions were done by TTI on
preschool-aged children of all
races in other parts of Dallas.

Child restraint use among pre-
school-aged Hispanic children in-
creased significantly in all 3 set-
tings between 1997 and 2000
(P<.0001 by χ2 for trend; Fig-

ure 1). By 2000, use of restraints
among Hispanic children attend-
ing the health center was higher
than use in the rest of the city as
measured in the TTI survey
(72% vs 68%). There was sub-
stantially higher use among
younger children (from birth to 1
year) than among children aged
2 to 4 years (Figure 2). Never-
theless, the trend of increasing
use was significant in all 3 set-
tings and for both age groups 
(P<.001 by χ2 for trend).

Observed driver seat belt use
also increased significantly in
each of the 3 settings (P<.001
by χ2 for trend), whereas the TTI
survey showed little change in
driver seat belt use for other
parts of Dallas (not significant).
There was a strong association
between child restraint use and
driver seat belt use at all the ob-
servation sites. The association
remained strong after results
were stratified by year, setting,
age of the child, and type of vehi-
cle (summary risk ratio=5.7,
95% confidence interval=5.0,
6.4; P<.0001). 

DISCUSSION

We believe that the success of
this program was the result of its
ongoing nature,12 its integration
of cultural and religious fac-
tors,13,14 the use of Hispanic
teachers in child safety seat
classes, the efforts of the commu-
nity health center staff to inte-
grate safety messages into the
clinical routine,15 and the feed-
back that program staff received
from surveillance data about
progress in the program.16 In ad-
dition, it appears clear that a suc-
cessful program to increase child
restraint use must target driver
seat belt use.17,18 We saw little in-
crease in child restraint use in ve-

hicles in which drivers did not
wear a seat belt. Driver seat belt
use may be a necessary factor in
child restraint use, although it is
not the sole determinant.

Several caveats are in order.
First, although we found a signifi-
cant increase in child restraint use
in the community (as measured
by the grocery store and day care
center surveys), use in the com-
munity remained significantly
lower than use at the health cen-
ter, indicating that there is much
work still to be done. Some of the
increase in restraint use at the
health center may have been due
to a “social desirability” effect—
parents who knew they were
going to the health center, the pri-
mary site of the intervention ac-
tivities, may have been more
likely to practice car seat safety.

Second, although the overall
trend was relatively flat, there
were some fluctuations in re-
straint use in the rest of Dallas
from year to year, which may
have reflected other community
factors at work that influenced
child restraint use. Third, the pre-
dominant impact of the program
in the overall community (as
measured by the surveys in gro-
cery store parking lots) was seen
among children younger than 2
years. Finally, the program may
not be generalizable to other
populations and ethnic groups.

Despite these possible short-
comings, the program appears to
have been successful. With a
multifaceted program, child re-
straint use and driver seat belt
use in the Hispanic population
may reach levels that equal or
exceed those of the general pop-
ulation.  
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TABLE 1—Technical Definitions of and Distinctions Between Zip Codes and Zip Code
Tabulation Areas (ZCTAs)

Definition of ZCTAs11

“ZIP Code Tabulation Areas (ZCTAs™) are a new statistical entity developed by the US Census Bureau for tabulating

summary statistics from Census 2000. This new entity was developed to overcome the difficulties in precisely defining the

land area covered by each ZIP Code®. Defining the extent of an area is necessary to accurately tabulate census data for

that area. ZCTAs are generalized area representations of US Postal Service (USPS) ZIP Code service areas. Simply put, each

one is built by aggregating the Census 2000 blocks, whose addresses use a given ZIP Code, into a ZCTA which gets that

ZIP Code assigned as its ZCTA code. They represent the majority USPS five-digit ZIP Code found in a given area. For those

areas where it is difficult to determine the prevailing five-digit ZIP Code, the higher-level three-digit ZIP Code is used for

the ZCTA code. Since we take the ZIP Code used by the majority of addresses in an area for the ZCTA code, some

addresses will end up with a ZCTA code different from their ZIP Code. Also, some ZIP Codes represent very few addresses

(sometimes only one) and therefore will not appear in the ZCTA universe.”

Distinction between ZCTAs and Zip Codes12

“Even though the codes may appear the same, the addresses and areas covered by these areas may not be the same. We

strongly advise data users who wish to compare 1990 and 2000 data to determine and evaluate any coverage differences

that exist before making any comparisons. There are several reasons for this caution: The USPS has extensively modified

ZIP Codes over the last ten years. Even though a 1990 ZIP Code matches a Census 2000 ZCTA code, there is no guarantee

that these cover the same geographic area. Also, some ZIP Codes in the 1990 data products were discontinued by the

USPS, and new ZIP Codes were created; ZCTAs and the 1990 data products were discontinued by the USPS, and new ZIP

Codes were created; ZCTAs and the 1990 census ZIP Code areas were delineated using different methodologies and

therefore may not have comparable coverage area or size; and the Census 2000 ZCTAs will include some dedicated PO

box ZIP Codes. All dedicated PO box ZIP Codes were excluded as ZIP Code areas in 1990. The resulting 1990 areas include

data for both PO box ZIP Codes and the ZIP Codes that provide street or rural route delivery to the surrounding area.”

Zip Code Caveat: Bias
Due to Spatiotemporal
Mismatches Between Zip
Codes and US
Census–Defined
Geographic Areas—The
Public Health Disparities
Geocoding Project
| Nancy Krieger, PhD, Pamela Waterman, MPH,

Jarvis T. Chen, ScD, Mah-Jabeen Soobader,
PhD, S.V. Subramanian, PhD, and Rosa
Carson, BA

Use of zip codes in US public health research
is on the rise. As of February 2002, 230 arti-
cles were indexed by zip code in PubMed,1 all
published since 1989. Fifty-two of these arti-
cles (23%) involved the use of census-derived
zip code socioeconomic data (e.g., median
household income) to investigate the effects of
socioeconomic position on specified health out-
comes (article citations are available on request
from the authors).

To date, discussions regarding the use of zip
code socioeconomic data for US public health
research have focused chiefly on whether zip
codes’ larger population size (average: 30000)
and potentially greater socioeconomic hetero-
geneity would attenuate estimates of socioeco-
nomic gradients in health detected using zip
codes in comparison with estimates obtained
via census tract (average population: 4000) or
block group (average population: 1000) socio-
economic data.2–7 Unacknowledged in the pub-
lic health literature, however, is the fact that
zip codes differ from census tracts and block
groups in other important ways, including spa-
tiotemporal definition and stability.

Unlike census tracts, defined by the US Bu-
reau of the Census as “small, relatively perma-
nent statistical subdivision[s] of a county . . . de-
signed to be relatively homogeneous with
respect to population characteristics, economic
status, and living conditions,”8(ppG-10–G-11) zip
codes are “administrative units established by

the United States Postal Service . . . for the most
efficient delivery of mail, and therefore gener-
ally do not respect political or census statistical
area boundaries.”9(pA-13) Spanning in size from a
single building or company with a high volume
of mail to large areas that cut across states, “car-
rier routes for one zip code may intertwine with
those of one or more zip codes” such that “this
area is more conceptual than geographic.”10(p22)

To “overcome the difficulties in precisely
defining the land area covered by each zip
code,”11 the US Census Bureau created a new
statistical entity built from census blocks: the 5-
digit zip code tabulation area (ZCTA), first used
in the 2000 census.12 Of note, ZCTAs and zip
codes sharing the same 5-digit code may not
necessarily cover the same area (Table 1),13 so
that zip codes obtained via self-report or from
addresses in medical records cannot be as-
sumed to correspond to census-defined ZCTAs.

Even before introduction of the ZCTAs,
there were 2 types of spatiotemporal disconti-
nuity that could conceivably affect health stud-
ies linking zip codes to census-derived data: (1)
changes in zip code delivery routes—and hence
in population covered by the affected zip

code—and (2) discontinuation and addition of
zip codes in nondecennial years.14–16 Between
1997 and 2001 alone, the US Post Office
added approximately 390 new zip codes na-
tionwide and discontinued 120 (oral communi-
cation, Meg Ausman, US Post Office Data Cen-
ter, February 5, 2002). One implication of
these changes is that persons could be cor-
rectly geocoded to a zip code that did not exist
in the preceding decennial census. 

Findings from the Public Health Disparities
Geocoding Project17 illustrate the potential
problems for health research of spatiotemporal
zip code–census mismatches, even those dat-
ing from before the creation of ZCTAs. This
project was designed to assess which area-
based socioeconomic measures at which levels
of geography (census tract, block group, and
zip code) are most appropriate for monitoring
socioeconomic inequalities in health. Health
data from 2 states (Massachusetts and Rhode
Island) and the 1990 census were used. Rec-
ords were geocoded in 1999 by a firm whose
accuracy we ascertained to be high (96%),18

and the firm, following standard practice, re-
turned the most recent geocodes available.
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TABLE 2—Incident Colon Cancer Counts by Geographic Level: Massachusetts, 1987–1993

Geocoded to

Zip Code

No. of Cases Block Group Census Tract, Total, Zip Code Changed or Established
of Colon Cancer No. (%) No. (%) No. (%) After the 1990 Census, No. (%)

17 266 15 792 (91.5) 17 265 (100.0) 17 266 (100.0) 1784 (10.3)

TABLE 3—Colon Cancer Incidence Rates, Stratified by Area-Based Socioeconomic Measures,
Among Persons in Areas With the Least and Most Resources, Along With Age-Adjusted 
Comparisons (Incidence Rate Ratio and Relative Index of Inequality): Massachusetts, 1987–1993

Incidence Rate Ratio Relative Index of Inequality

Selected Area-Based Rate: Least Resourcesb Rate: Most Resourcesb (95% Confidence Interval): Least/Most (95% Confidence Interval)

Socioeconomic Measurea BG CT ZC BG CT ZC BG CT ZC BG CT ZC

Working class (categorical) 41.3 42.5 41.1 45.8 48.3 27.9 0.90 (0.76, 1.06) 0.88 (0.73, 1.06) 1.47 (1.14, 1.90) 0.89 (0.84, 0.95) 0.85 (0.80, 0.90) 1.28 (1.20, 1.36)

Median household income 41.0 42.5 42.3 46.3 48.9 37.2 0.89 (0.75, 1.04) 0.87 (0.74, 1.03) 1.14 (0.97, 1.34) 0.87 (0.82, 0.93) 0.88 (0.83, 0.93) 1.19 (1.12, 1.27) 

(quintile)

Poverty (categorical) 41.7 45.6 44.8 43.9 47.4 41.6 0.95 (0.80, 1.13) 0.96 (0.81, 1.15) 1.08 (0.88, 1.32) 0.94 (0.88, 1.00) 0.95 (0.89, 1.01) 1.06 (0.99, 1.13)

Low education (categorical) 39.5 40.8 43.8 45.2 48.0 39.3 0.87 (0.73, 1.05) 0.85 (0.70, 1.03) 1.11 (0.90, 1.38) 0.84 (0.79, 0.90) 0.90 (0.85, 0.96) 1.15 (1.08, 1.22)

Index of local economic 40.3 42.6 43.1 45.4 48.7 33.6 0.89 (0.76, 1.04) 0.87 (0.74, 1.03) 1.28 (1.09, 1.50) 0.86 (0.81, 0.91) 0.88 (0.83, 0.94) 1.27 (1.19, 1.35) 

resources (quintile)

Note. The relative index of inequality is a measure of effect that takes into account both the population distribution of the exposure and the magnitude of the rate ratio detected in each
socioeconomic stratum, thereby permitting meaningful comparison of gradients across different socioeconomic measures.25–27 BG = block group; CT = census tract; ZC = zip code.
aThe area-based socioeconomic measures and their cutpoints for these analyses are defined in Table 4.17

bAverage annual rate (per 100 000) age standardized to the year 2000 standard million.28

Cancer incidence rates were one of the
health outcomes addressed. We found that in
Massachusetts (474 zip codes listed in the
1990 census), 17376 (10.4%) of the 166730
cancer cases occurring during 1987 to 1993
were geocoded to 193 zip codes not included
in the 1990 census; 15774 (90.8%) of these
17376 cases were in one of 30 zip codes
changed or established after the 1990 cen-
sus.19–21 By contrast, in Rhode Island (70 zip
codes listed in the 1990 census), only 0.7%
(148) of the 19766 geocoded cancer inci-
dence records were matched to zip codes not
included in the 1990 census. 

In the case of colon cancer incidence in
Massachusetts, moreover, the impact of exclud-
ing persons linked to zip codes not included in
the 1990 census was substantial. Zip code–
level analyses yielded socioeconomic gradients
contrary to those observed via data at the tract
and block group levels and contrary to those
reported in the literature (Tables 2–4).22

Given the growing interest in linking geo-
graphic and health data,23,24 we urge research-
ers, when using geocoded records, to pay care-

ful attention to the potential for spatiotemporal
mismatches between census-derived and zip
code data as well as to changes in zip code
boundaries and years in which boundaries
were established. Public health projects and
programs that use zip code data should like-
wise be alert to potential new issues stemming
from the replacement of zip codes with ZCTAs
in the 2000 census.
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Most local health departments or districts are
small and rural; two thirds of the nation’s
2832 local health departments serve popula-
tions smaller than 50000 people.1 Rural local
health departments have small staffs and slen-
der budgets, yet they are expected to provide a
wide array of services2 during a period when
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Most local health departments or districts are
small and rural; two thirds of the nation’s
2832 local health departments serve popula-
tions smaller than 50000 people.1 Rural local
health departments have small staffs and slen-
der budgets, yet they are expected to provide a
wide array of services2 during a period when
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TABLE 1—Rural–Urban Differences in Local Health Department (LHD) Staffing: Alaska,
Montana, and Wyoming, 1999–2000

Alaska Montana Wyoming Total

Rural (n = 22) Urban (n = 2) Rural (n = 46) Urban (n = 6) Rural (n = 21) Urban (n = 2) Rural (n = 89) Urban (n = 10)

Demographics

Population served 279 106 342 710 369 155 446 140 326 703 138 033 974 965 926 882

Average district population 12 687 171 355 8025 74 357 15 447 69 016 10 483 92 688

Staffing (excludes sanitarians)

Total professional staff 121 104 213 175 150 40 484 319

Total professional FTEs 116.6 96.7 97.8 139.5 99.9 34.9 314.3 271.1

Professional FTEs/100 000 41.8 28.2 26.5 31.3 30.6 25.3 32.2 29.2

Total support FTEs 63.8 82.0 34.3 37.7 45.5 17.8 143.6 137.5

Support FTEs/100 000 22.9 23.9 9.3 8.5 13.9 12.9 14.7 14.8

Mean total FTEs/100 000 64.6 52.1 35.8 39.7 44.5 38.2 47.0 44.1

Note. FTE = full-time equivalent.

the health care system of which they are a part
is undergoing change.3

This study provided quantitative, population-
based data on the supply and composition of
the rural public health workforce in 3 ex-
tremely rural states: Alaska, Montana, and
Wyoming. The study focused on the relative
supply of personnel in the principal public
health occupational categories, differences
across states in staffing levels, and difficulties
experienced in recruiting and retaining
personnel.

METHODS

We identified all local health departments in
the 3 states with assistance from the state
health departments—52 in Montana and 23 in
Wyoming. In Alaska, each of the 22 local of-
fices of the state public health department was
treated as a separate local health department.

The survey instrument was based on work
performed by the American Public Health As-
sociation,4,5 as modified by the Center for
Health Policy Study of the University of
Texas.6 The survey was mailed directly to the
administrator of every local health depart-
ment in 1999 and 2000. We used follow-up
contacts until every local health department
had responded, for a 100% response.

We defined a local health department as
rural if it was within a county with fewer than
50000 people. In Alaska, which does not
have county governments, we designated the

Anchorage and Fairbanks local health depart-
ments as urban.

In every state, some local services are also
provided by state or regional public health
personnel. We specifically excluded those per-
sonnel from the calculations that follow. We
also excluded environmental health personnel
from the analyses that follow.

RESULTS

The 3 study states had 99 local health de-
partments, serving a population of almost
2000000, about half of which lives in rural
areas. The average local health department
had fewer than 10 in-house employees.

The supply of professional public health per-
sonnel, excluding environmental health work-
ers, was virtually identical across states on a per
capita basis. Despite different organizational
formats across states, local health departments
had approximately 31 full-time equivalents for
every 100000 residents, or approximately 1
local health department professional for every
3225 residents. This remarkable uniformity in
workforce supply represents the product of
convergent evolution, because no joint planning
is done across any of these states’ boundaries.

Alaska and Wyoming actually had a greater
relative supply of public health professionals
in the rural compared with the urban areas, as
can be seen in Table 1. Rural local health de-
partments tend to have fewer support staff.
The major rural–urban differences lie in the

size of the populations served and the number
of people who work in the local health depart-
ments. Rural local health departments in these
3 states are very small, serving on average
slightly more than 10000 people, with about
5 working public health professionals in a typ-
ical office. Virtually all local health depart-
ment professional personnel in rural Alaska
are full-time; by contrast, most rural public
health personnel in Montana work part-time,
with Wyoming between these 2 extremes.

As shown in Table 2, the core of all the
local health departments—urban or rural—is
the public health nurse. These nurses consti-
tute the majority of the professional work-
force in the rural local health departments,
largely because few other professionals work
in these remote settings. Urban areas also rely
heavily on nurses, but other types of profes-
sional personnel—from epidemiologists to nu-
tritionists—play a greater role. Managers are
also slightly more abundant in rural areas,
primarily because Alaska uses more manage-
ment personnel in these settings. By contrast,
every other occupational category within pub-
lic health is more plentiful in urban as op-
posed to rural local health departments.

Both state-to-state and rural–urban differ-
ences are seen in the extent to which individ-
ual local health departments are successful in
recruiting professionals with a public health
background. Alaska, with its predominantly
full-time staff, has a highly professionalized
workforce. Montana, with its predominantly
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TABLE 2—Composition and Per Capita Supply of Professional Public Health Workforce in Local 
Health Departments (LHDs): Alaska, Montana, and Wyoming, 1999–2000

Mean FTEs per 100 000 Population Percentage of LHDs 
Alaska Montana Wyoming Total With Staff in This Category

Professional Categories Rural Urban Rural Urban Rural Urban Rural Urban Rural LHDs Urban LHDs

Management 5.0 1.8 5.7 6.1 6.3 6.1 5.7 4.5 59 100

Clinical personnel

Physicians 0.0 0.1 0.4 0.1 0.3 0.3 0.2 0.1 62 80

Nurses 28.5 11.8 15.4 10.3 20.6 12.6 20.8 11.2 96 100

Physician assistants 0.0 0.0 0.03 0.0 0.0 0.7 0.1 0.1 3 10

Nurse practitioners 3.2 1.5 0.9 0.4 1.2 2.5 1.7 1.1 23 60

Nutritionists 0.4 2.6 0.4 2.2 0.3 0.6 0.4 2.1 11 70

Health educators 0.0 0.9 0.7 2.8 0.0 0.7 0.3 1.8 3 70

Social workers 0.0 0.0 1.0 2.2 0.2 0.0 0.5 1.1 8 50

Other direct care providers 4.3 0.9 1.9 3.4 1.3 1.1 2.4 2.1 26 80

Subtotal 36.4 17.7 20.7 21.4 24.0 18.5 26.3 19.6 NA NA

Other public healtha 0.4 8.8 0.0 3.9 0.3 0.7 0.2 5.2 1 50

Total 41.8 28.2 26.4 31.4 30.6 25.3 32.2 29.3 NA NA

Note. FTE = full-time equivalent; NA = not applicable.
aIncludes epidemiologists, disease investigators, laboratory scientists, communications specialists, planners, and others.

part-time workforce, recruits public health
professionals from other delivery settings,
often individuals without previous public
health experience or training. Wyoming again
falls somewhere in between.

In the 3 states we studied, rural local
health departments had relatively few vacan-
cies. Whereas 70% of the urban local health
departments were recruiting for public health
nurses, only 21% of the rural local health de-
partments had a similar vacancy. Nurse prac-
titioners were the most difficult professionals
to recruit. Rural–urban differences showed
no clear pattern. Where recruitment was diffi-
cult, low salaries, difficulty finding qualified
local professionals, and problems attracting
personnel were reported to be common.

DISCUSSION

The Rural Local Health District
This study found that the core of the rural

public health system is the public health
nurse. There is approximately 1 full-time
equivalent public health nurse for every
6000 people. In many cases, these nurses
learn on the job. Many have no specific pub-
lic health training and no experience in public
health, and many of them work part-time.

Rural–Urban Differences
This study showed that the per capita sup-

ply of public health personnel was similar in
the rural and urban places we studied. The dif-
ferences were more subtle. Rural public health
personnel were less likely to have formal pub-
lic health training and experience and more
likely to be employed part-time. Perhaps more
important, rural public health personnel had a
much smaller team of people with whom to in-
teract and a much narrower range of public
health skills represented in the local office.

Personnel shortages are relatively infrequent,
even in the most remote rural areas. Many of
the rural public health workers have been in
these positions for long periods. The challenges
of continuing education and further training
can be immense, but rural public health work-
ers tend to stay in their local communities.

Formal input to the rural local health de-
partment team from physicians and dentists is
virtually nonexistent. Most rural local health
departments have a volunteer physician who
can sign death certificates or attend an occa-
sional meeting. Our results conform almost
exactly with those of the 1 other comprehen-
sive national study that examined small local
health departments.7 These authors con-
cluded that there is a weakness in the “front

lines” of public health; our results would cer-
tainly support that conclusion.

The rural public health system is small and
isolated, but so are many other public functions
located in rural communities. For these profes-
sionals to be effective—and to survive their
often-stressful jobs—they must be connected
with other professionals at the local, regional,
and state levels. Our impression is that where
the state plays a large role in organizing and
running the system, local public health workers
feel much more to be a part of something
larger than themselves. Where state involve-
ment is less pervasive, local health department
staff feel much more uncertain and alone.
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Interest in community-based micronutrient
supplementation programs is increasing as the

health impacts of these programs continue to
be documented in randomized trials.1–14

However, if such programs are to have the
desired effects, high coverage levels must be
sustained over time. Success rates may be en-
hanced if local residents take primary respon-
sibility for distribution of supplements. Few
data are available to provide guidance about
characteristics of community-based distribu-
tors that best predict coverage. We attempted
to identify such characteristics among village-
based women hired to deliver nutritional sup-
plements to women of childbearing age in
rural Nepal.

METHODS

Between 1994 and 1997, a community-
randomized, placebo-controlled trial was con-
ducted in the Sarlahi district of Nepal to as-
sess the impact on maternal and infant health
and survival of weekly vitamin A or beta-
carotene supplementation among 44646
women of childbearing age.15,16 Local women
delivered coded weekly supplements and re-
corded receipt of these supplements.

All women who applied for employment
as distributors were interviewed in regard to
demographic and socioeconomic characteris-
tics such as age, literacy, years of education,
number of hours spent doing housework, oc-
cupation of head of household, land owner-
ship, type of dwelling and sanitation, and so-
cioeconomic status (measured in terms of
ownership of animals, ox carts, radios,
watches, bicycles, furniture, and kitchen
utensils). Information was also gathered on
whether a weekly market, health post,
school, or medicine shop was located in a
given ward. Two years into the trial, the
hours per week that distributors spent on
this work were ascertained via interviews.
Number of recipients for whom each distrib-
utor was responsible was recorded through-
out the trial.

On the basis of analyses of socioeconomic
data from the trial population, we developed
a Guttman scale to characterize respondents’
socioeconomic status as reflected by land, cat-
tle, and ox cart ownership and whether their
house had an upper story.17 Scores could
range from 0 (no land, cattle, or ox cart own-
ership and no upper story) to 4 (land, cattle,

and ox cart ownership and upper story). Val-
ues below 3 denoted “lower” socioeconomic
status.

For each supplement recipient, coverage
was defined as the percentage of possible
doses received in the trial. The overall cov-
erage rate attained by each distributor was
estimated as the mean coverage rate among
all recipients for which that distributor was
responsible. Low and high coverage rates
were defined as less than 50% and 70% or
more, respectively. This choice of cutoffs
was based on the minimum coverage
thought to produce beneficial health out-
comes and the maximum coverage that
would not lead to any improvements in
community health.

Two multiple logistic regression models
were fitted to the coverage data, one with low
coverage and the other with high coverage as
the outcome. Hours per week spent distribut-
ing supplements and doing housework and
number of women for whom the distributor
was responsible were entered into the model
as continuous variables. Selection of variables
for model inclusion was based on P values
below .10 for individual associations with
coverage.

RESULTS 

Distributors spent an average of 5 hours
per week delivering supplements. The mean
coverage rate among the 345 distributors
was 61% (range: 16% to 86%). The mean
number of women to whom distributors were
responsible for providing supplements was
105 (SD=36).

In comparison with women from villages
without a weekly market, those from vil-
lages that contained a weekly market were
more likely to have low coverage rates
(odds ratio [OR] = 2.32; 95% confidence in-
terval [CI] = 1.01, 5.28), to do more house-
work each week (42.5 hours vs 38.2
hours), and to distribute supplements to
more women (114 vs 103; Table 1). Also,
women with higher coverage rates were
more likely to be illiterate (OR = 5.07; 95%
CI = 0.94, 27.44). Finally, distributors with
higher coverage rates spent 1 hour less per
week distributing supplements, as they had
fewer women to supplement.
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Interest in community-based micronutrient
supplementation programs is increasing as the

health impacts of these programs continue to
be documented in randomized trials.1–14

However, if such programs are to have the
desired effects, high coverage levels must be
sustained over time. Success rates may be en-
hanced if local residents take primary respon-
sibility for distribution of supplements. Few
data are available to provide guidance about
characteristics of community-based distribu-
tors that best predict coverage. We attempted
to identify such characteristics among village-
based women hired to deliver nutritional sup-
plements to women of childbearing age in
rural Nepal.

METHODS

Between 1994 and 1997, a community-
randomized, placebo-controlled trial was con-
ducted in the Sarlahi district of Nepal to as-
sess the impact on maternal and infant health
and survival of weekly vitamin A or beta-
carotene supplementation among 44646
women of childbearing age.15,16 Local women
delivered coded weekly supplements and re-
corded receipt of these supplements.

All women who applied for employment
as distributors were interviewed in regard to
demographic and socioeconomic characteris-
tics such as age, literacy, years of education,
number of hours spent doing housework, oc-
cupation of head of household, land owner-
ship, type of dwelling and sanitation, and so-
cioeconomic status (measured in terms of
ownership of animals, ox carts, radios,
watches, bicycles, furniture, and kitchen
utensils). Information was also gathered on
whether a weekly market, health post,
school, or medicine shop was located in a
given ward. Two years into the trial, the
hours per week that distributors spent on
this work were ascertained via interviews.
Number of recipients for whom each distrib-
utor was responsible was recorded through-
out the trial.

On the basis of analyses of socioeconomic
data from the trial population, we developed
a Guttman scale to characterize respondents’
socioeconomic status as reflected by land, cat-
tle, and ox cart ownership and whether their
house had an upper story.17 Scores could
range from 0 (no land, cattle, or ox cart own-
ership and no upper story) to 4 (land, cattle,

and ox cart ownership and upper story). Val-
ues below 3 denoted “lower” socioeconomic
status.

For each supplement recipient, coverage
was defined as the percentage of possible
doses received in the trial. The overall cov-
erage rate attained by each distributor was
estimated as the mean coverage rate among
all recipients for which that distributor was
responsible. Low and high coverage rates
were defined as less than 50% and 70% or
more, respectively. This choice of cutoffs
was based on the minimum coverage
thought to produce beneficial health out-
comes and the maximum coverage that
would not lead to any improvements in
community health.

Two multiple logistic regression models
were fitted to the coverage data, one with low
coverage and the other with high coverage as
the outcome. Hours per week spent distribut-
ing supplements and doing housework and
number of women for whom the distributor
was responsible were entered into the model
as continuous variables. Selection of variables
for model inclusion was based on P values
below .10 for individual associations with
coverage.

RESULTS 

Distributors spent an average of 5 hours
per week delivering supplements. The mean
coverage rate among the 345 distributors
was 61% (range: 16% to 86%). The mean
number of women to whom distributors were
responsible for providing supplements was
105 (SD=36).

In comparison with women from villages
without a weekly market, those from vil-
lages that contained a weekly market were
more likely to have low coverage rates
(odds ratio [OR] = 2.32; 95% confidence in-
terval [CI] = 1.01, 5.28), to do more house-
work each week (42.5 hours vs 38.2
hours), and to distribute supplements to
more women (114 vs 103; Table 1). Also,
women with higher coverage rates were
more likely to be illiterate (OR = 5.07; 95%
CI = 0.94, 27.44). Finally, distributors with
higher coverage rates spent 1 hour less per
week distributing supplements, as they had
fewer women to supplement.
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TABLE 1—Distribution of Predictors of Low (<50%) and High (≥ 70%) Supplement Coverage 
and Adjusted Odds Ratios: Sarlahi District, Nepal, 1994–1997

Coverage Rate, %

<50 (n = 55) 50–70 (n = 218) ≥70 (n = 72) Low Coverage, High Coverage,
Predictor No. (%) Mean No. (%) Mean No. (%) Mean Adjusted ORa (95% CI) Adjusted ORa (95% CI)

Weekly market 10 (18.2) 21 (9.6) 7 (9.7) 2.32 (1.01, 5.28) 1.00 (0.41, 2.45)

Age, y

< 20 6 (9.6) 20 (9.2) 9 (12.7) 1.00 . . .

20–29 42 (69.1) 146 (67.0) 49 (69.0) 0.87 (0.32, 2.32) 0.85 (0.36, 1.99)

≥ 30 7 (21.3) 51 (23.4) 13 (18.3) 0.42 (0.12, 1.45) 0.88 (0.32, 2.43)

Illiteracy 1 (1.8) 2 (0.9) 5 (5.6) 0.94 (0.10, 8.92) 5.07 (0.94, 27.44)

Low socioeconomic status 27 (49.1) 82 (37.6) 33 (45.8) 1.71 (0.92, 3.19) 1.29 (0.74, 2.25)

Workload

Supplement distribution, h/wk 5.5 5.6 4.5 1.00 (0.89, 1.12) 0.83 (0.73, 0.95)

Housework, h/wk 42.4 38.2 38.2 1.02 (1.00, 1.03) 1.00 (0.99, 1.02)

No. of women in sector 114 104 101 1.01 (1.00, 1.02) 1.00 (0.99, 1.01)

Note. OR = odds ratio; CI = confidence interval.
aFrom multivariate logistic regression.

DISCUSSION

Our results show that successful supple-
ment distribution can depend on factors ex-
ternal to the distributor (village, household,
and recipient characteristics) as well as per-
sonal attributes (age and literacy). The
weekly market may have made it more diffi-
cult for distributors to find recipients at
home, distributors themselves may have
made more visits to the market, or a weekly
market might serve as a marker for other vil-
lage characteristics that could distract women
from compliance.

The literacy rate among the recipients was
14%.15,16 Illiterate distributors may have re-
lated better to women who were more like
themselves, leading to increased compliance.
A similar result was seen in a vitamin A sup-
plementation program for preschool children
in Indonesia, where village-based male dis-
tributors with less education had higher cov-
erage rates.18

As mentioned, distributors with higher cov-
erage rates spent an average of 1 hour less
per week doing their work. Amount of time
spent was a function not only of the number
of households to be visited but also of the
amount of travel time between households.
Hence, time spent on work might not mean
more time spent with each recipient.

Amount of time spent distributing supple-
ments did have an effect on coverage, but dis-
tributors with low coverage rates had an aver-
age of 13 more women to supplement than
did those with high coverage rates. They also
reported an average of 4 more hours of
housework per week than did distributors
with higher coverage rates. Thus, although
there was no evidence that work conditions
(hours spent and number of households vis-
ited) or competing demands (housework)
were associated with high coverage, these fac-
tors did appear to be related to low coverage.

Recipient characteristics that predicted
higher coverage rates included older age and
higher parity, previous history of child deaths,
and lower socioeconomic status.19 This profile
of the compliant recipient fits the notion that
compliance is higher among distributors who
are similar to recipients in terms of education
level. If the results of ongoing and planned
trials involving antenatal micronutrient sup-
plementation confirm the benefits of such in-
terventions, the success and sustainability of
programs may be enhanced through a better
understanding of the characteristics of distrib-
utors and recipients.
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Because of the recognized benefits of exclusive
breastfeeding,1–7 the American Academy of
Pediatrics and the World Health Organization
strongly encourage exclusive breastfeeding for
the first 6 months of life.7,8 Unfortunately, na-
tional goals for exclusive breastfeeding in the
United States are not yet established, at least in
part because of a lack of data.

The Third National Health and Nutrition Ex-
amination Survey (NHANES III) sample is na-
tionally representative and particularly valuable
in providing data on exclusive breastfeeding.
We used NHANES III data to examine the
prevalence of exclusive breastfeeding among
US infants to obtain baseline data for program
evaluation and public health policymaking.

METHODS

NHANES, a series of cross-sectional surveys
conducted by the National Center for Health
Statistics (NCHS), is designed to produce na-
tionally representative data on the civilian,
noninstitutionalized US population. Details on
the study’s design and methods are described
elsewhere.9 NHANES III, conducted between
1988 and 1994 in participants aged 2 months
and older, was divided into phases I (1988–
1991) and II (1991–1994). Surveys from
phases I and II included questions regarding
initiation and duration of breastfeeding,
whereas only the phase II survey included a
question on supplements to breast milk.

NCHS collected the breastfeeding data by
means of a household youth questionnaire
during a home interview with a parent or
other proxy respondent for the child. The cur-
rent study included only children younger than
6 years. We estimated the proportion of chil-
dren ever breastfed from the question, “Was
______ ever breastfed or fed breastmilk?”; the
proportion exclusively breastfed at a given age
from “How old was ______ when ______ was
first fed something other than breastmilk or
water, including formula, juice, or solid
foods?”; and the proportion still breastfed at a
given age from “How old was ______ when
______ completely stopped breastfeeding or
being fed breastmilk?”

The sociodemographic and environmental
factors that we considered in this analysis
were those identified in previous studies as
important predictors of breastfeeding behav-
iors.10,11 NHANES III classified the race and
ethnicity of respondents as non-Hispanic
White, non-Hispanic Black, Mexican Ameri-
can, or other. The survey defined maternal
age as that of the mother at the baby’s birth.
Education of household head was represented
by the highest grade the family reference per-
son completed. Smoking status referred to
whether the mother smoked during preg-
nancy. We used self-reported maternal height
and weight at the time of the household inter-
view to calculate body mass index (BMI;
weight in kg/height in m2), which was catego-
rized as normal weight (BMI<25), overweight
(BMI=25.0–29.9), and obese (BMI≥30).12

NHANES III did not collect data on gesta-
tional age, maternal education, or parity, but
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with the National Society for the Prevention of Blind-
ness, Kathmandu, Nepal.
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Prevalence of Exclusive
Breastfeeding Among US
Infants: The Third
National Health and
Nutrition Examination
Survey (Phase II,
1991–1994) 
| Ruowei Li, MD, PhD, Cynthia Ogden, PhD,

Carol Ballew, PhD, Cathleen Gillespie, BSc,
and Laurence Grummer-Strawn, PhD

Because of the recognized benefits of exclusive
breastfeeding,1–7 the American Academy of
Pediatrics and the World Health Organization
strongly encourage exclusive breastfeeding for
the first 6 months of life.7,8 Unfortunately, na-
tional goals for exclusive breastfeeding in the
United States are not yet established, at least in
part because of a lack of data.

The Third National Health and Nutrition Ex-
amination Survey (NHANES III) sample is na-
tionally representative and particularly valuable
in providing data on exclusive breastfeeding.
We used NHANES III data to examine the
prevalence of exclusive breastfeeding among
US infants to obtain baseline data for program
evaluation and public health policymaking.

METHODS

NHANES, a series of cross-sectional surveys
conducted by the National Center for Health
Statistics (NCHS), is designed to produce na-
tionally representative data on the civilian,
noninstitutionalized US population. Details on
the study’s design and methods are described
elsewhere.9 NHANES III, conducted between
1988 and 1994 in participants aged 2 months
and older, was divided into phases I (1988–
1991) and II (1991–1994). Surveys from
phases I and II included questions regarding
initiation and duration of breastfeeding,
whereas only the phase II survey included a
question on supplements to breast milk.

NCHS collected the breastfeeding data by
means of a household youth questionnaire
during a home interview with a parent or
other proxy respondent for the child. The cur-
rent study included only children younger than
6 years. We estimated the proportion of chil-
dren ever breastfed from the question, “Was
______ ever breastfed or fed breastmilk?”; the
proportion exclusively breastfed at a given age
from “How old was ______ when ______ was
first fed something other than breastmilk or
water, including formula, juice, or solid
foods?”; and the proportion still breastfed at a
given age from “How old was ______ when
______ completely stopped breastfeeding or
being fed breastmilk?”

The sociodemographic and environmental
factors that we considered in this analysis
were those identified in previous studies as
important predictors of breastfeeding behav-
iors.10,11 NHANES III classified the race and
ethnicity of respondents as non-Hispanic
White, non-Hispanic Black, Mexican Ameri-
can, or other. The survey defined maternal
age as that of the mother at the baby’s birth.
Education of household head was represented
by the highest grade the family reference per-
son completed. Smoking status referred to
whether the mother smoked during preg-
nancy. We used self-reported maternal height
and weight at the time of the household inter-
view to calculate body mass index (BMI;
weight in kg/height in m2), which was catego-
rized as normal weight (BMI<25), overweight
(BMI=25.0–29.9), and obese (BMI≥30).12

NHANES III did not collect data on gesta-
tional age, maternal education, or parity, but
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TABLE 1—Proportion of Children Exclusively Breastfed (BF), by Sociodemographic 
and Environmental Factors: NHANES III (Phase II, 1991–1994)

Exclusively BF at 7 Days Exclusively BF at 2 mo Exclusively BF at 4 mo Exclusively BF at 6 mo

Characteristic n Weighted % (SE) n Weighted % (SE) n Weighted % (SE) n Weighted % (SE)

All infants 3836 47.4 (2.7) 3836 32.2 (2.4) 3651 19.4 (1.4) 3463 9.5 (1.3)
Male infants 1928 48.8 (3.5) 1928 32.8 (3.4) 1836 19.2 (1.6) 1732 9.3 (1.3)
Female infants 1908 46.0 (2.4) 1908 31.6 (2.0) 1815 19.7 (1.7) 1731 9.6 (1.8)

Birthweight
< 2500 g 324 25.8 (3.7) 324 17.5 (3.9) 307 13.2 (3.9) 297 7.3 (3.8)
Normal 3498 49.4 (2.9) 3498 33.5 (2.6) 3330 20.0 (1.5) 3152 9.7 (1.4)

Maturity
Premature 304 28.4 (5.1) 304 14.7 (3.2) 291 5.2 (1.7) 282 2.7 (1.4)
Full term 2475 47.4 (3.3) 2475 31.9 (3.0) 2349 19.9 (1.8) 2221 9.6 (1.8)

Child race/ethnicity
Non-Hispanic White 1398 55.0 (3.3) 1398 36.2 (3.2) 1290 22.3 (1.8) 1178 10.9 (1.7)
Non-Hispanic Black 1047 22.8 (2.1) 1047 16.2 (1.7) 1020 8.6 (1.5) 993 4.2 (0.9)
Mexican American 1112 47.7 (2.5) 1112 36.4 (2.1) 1081 21.4 (1.4) 1055 7.1 (0.9)
Other 279 42.6 (5.6) 279 30.5 (5.8) 260 18.2 (4.9) 237 11.5 (4.2)

Maternal age, y
< 20 577 28.6 (3.4) 577 21.0 (3.0) 553 9.4 (2.3) 535 4.1 (1.4)
20–24 1105 37.5 (2.6) 1105 25.1 (2.7) 1059 12.6 (1.6) 993 5.1 (1.3)
25–29 1118 52.0 (2.7) 1118 32.6 (2.6) 1058 18.9 (1.5) 1009 8.1 (1.3)
≥ 30 1026 58.4 (4.1) 1026 42.0 (3.7) 971 29.3 (2.6) 916 16.3 (2.5)

Maternal education
Less than high school 887 29.5 (3.6) 887 21.9 (3.2) 844 11.8 (2.9) 815 5.7 (2.6)
High school 1111 38.1 (2.6) 1111 24.9 (2.5) 1048 12.9 (1.7) 982 4.5 (0.6)
Some college 543 55.5 (4.1) 543 34.2 (4.2) 510 24.5 (3.4) 473 12.4 (2.9)
College graduate 157 72.6 (5.8) 157 53.6 (7.7) 147 38.0 (5.1) 132 19.5 (6.6)

Household head education
Less than high school 1296 29.8 (3.4) 1296 24.5 (3.6) 1256 13.6 (2.8) 1212 7.1 (2.8)
High school 1302 39.2 (3.0) 1302 24.2 (2.5) 1228 11.6 (1.8) 1158 5.4 (1.5)
Some college 613 56.0 (2.3) 613 37.1 (2.7) 574 27.6 (2.7) 538 16.3 (3.1)
College graduate 578 73.2 (4.1) 578 49.9 (4.6) 547 31.8 (2.8) 512 13.1 (2.7)

Parity
Primiparous 1359 47.0 (2.9) 1359 29.7 (2.5) 1296 17.8 (1.9) 1223 7.3 (1.2)
Multiparous 2008 47.5 (3.5) 2008 33.4 (3.1) 1907 20.1 (1.8) 1816 10.0 (1.9)

Smoking in pregnancy
Yes 681 32.8 (3.3) 681 17.4 (3.1) 646 8.1 (1.8) 611 3.3 (1.3)
No 3141 51.7 (2.7) 3141 36.4 (2.7) 2991 22.6 (1.7) 2838 11.2 (1.5)

Mother’s BMI
Normal (< 25) 2095 52.5 (2.7) 2095 35.4 (2.5) 1989 21.0 (1.5) 1874 9.4 (1.1)
Overweight (25–29) 881 39.5 (3.6) 881 28.2 (3.7) 827 18.3 (3.1) 783 10.6 (2.7)
Obese (≥ 30) 662 38.7 (5.0) 662 25.9 (4.3) 640 15.1 (2.8) 617 9.2 (3.4)

Residence
Metropolitan 2108 50.3 (3.2) 2108 35.1 (3.2) 2018 19.8 (1.7) 1912 8.7 (1.4)
Rural 1728 44.1 (4.5) 1728 28.9 (3.7) 1633 18.9 (2.1) 1551 10.3 (2.1)

Region
Northeast 516 42.4 (4.1) 516 25.5 (3.4) 485 17.1 (2.7) 453 11.7 (3.2)
Midwest 713 48.5 (3.3) 713 33.4 (3.2) 664 22.8 (2.2) 633 9.4 (0.9)
South 1775 37.9 (4.3) 1775 23.3 (2.9) 1703 12.1 (2.0) 1615 4.4 (0.6)
West 832 64.9 (4.3) 832 50.0 (3.8) 799 29.2 (1.7) 762 15.5 (2.5)

Poverty–income ratio
0–99% 1378 32.2 (4.0) 1378 23.2 (3.5) 1329 13.2 (2.7) 1290 6.8 (2.4)
100–184% 822 42.5 (3.2) 822 29.1 (2.8) 781 17.0 (2.0) 731 10.4 (1.6)
185–349% 844 52.9 (3.4) 844 39.9 (3.6) 790 24.0 (2.4) 746 9.8 (1.5)
>350% 523 66.2 (3.8) 523 37.3 (3.1) 496 23.9 (3.2) 460 10.9 (3.2)
Missing values 269 37.5 (6.6) 269 29.2 (6.0) 255 17.4 (4.4) 236 11.9 (3.8)

Notes. (SE) = standard error. Missing numbers for each factor can be derived from the difference between the total number of infants and the summary number for each factor (see the example
given under “Poverty–Income Ratio”).
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TABLE 2—Ever Breastfed and Breastfeeding Duration, by Sociodemographic
and Environmental Factors: NHANES III (Phases I and II, 1988–1994)

Ever Breastfed Breastfeeding at 6 mo Breastfeeding at 12 mo

Characteristic n Weighted % (SE) n Weighted % (SE) n Weighted % (SE)

All infants 8215 53.6 (1.7) 7363 22.4 (1.2) 6123 8.9 (0.8)

Male infants 4062 53.7 (2.1) 3636 23.0 (1.7) 3009 9.2 (1.2)

Female infants 4153 53.6 (1.7) 3727 21.9 (1.2) 3114 8.5 (0.8)

Birthweight

< 2500 g 669 34.1 (3.0) 617 11.8 (2.2) 533 3.9 (1.5)

Normal 7350 55.5 (1.8) 6557 23.5 (1.3) 5417 9.3 (0.9)

Maturity

Premature 709 35.7 (4.3) 650 11.1 (2.3) 554 6.5 (2.0)

Full term 5597 54.2 (1.8) 4997 23.4 (1.6) 4158 9.0 (1.0)

Child race/ethnicity

Non-Hispanic White 3067 60.2 (2.0) 2580 26.6 (1.6) 1863 10.6 (1.3)

Non-Hispanic Black 2172 26.3 (1.5) 2033 8.3 (0.8) 1842 2.7 (0.6)

Mexican American 2479 56.0 (2.0) 2325 22.5 (1.4) 2112 9.9 (0.8)

Others 497 53.6 (3.5) 425 19.0 (2.8) 306 6.5 (1.8)

Maternal age, y

< 20 1265 32.5 (2.7) 1155 9.5 (1.7) 981 4.0 (1.0)

20–24 2321 44.8 (1.9) 2084 13.4 (1.4) 1737 4.4 (0.9)

25–29 2494 58.5 (1.9) 2236 24.8 (1.7) 1877 9.8 (1.4)

≥ 30 2104 65.3 (2.3) 1857 33.3 (2.0) 1497 13.7 (1.4)

Maternal education

Less than high school 1584 30.3 (2.1) 1426 10.0 (1.7) 1187 3.9 (1.1)

High school 2201 45.4 (2.3) 1941 16.0 (1.2) 1522 5.7 (1.2)

Some college 994 62.1 (2.6) 865 26.3 (2.8) 661 8.2 (1.9)

College graduate 283 81.8 (3.4) 233 43.6 (5.8) 159 20.7 (5.4)

Household head education

Less than high school 2839 35.8 (2.1) 2616 14.9 (1.9) 2276 7.2 (1.3)

High school 2690 46.0 (2.1) 2391 15.9 (1.1) 1955 6.5 (1.2)

Some college 1349 60.1 (1.9) 1182 24.9 (1.9) 979 10.0 (1.6)

College graduate 1149 80.2 (2.2) 1002 39.1 (2.4) 770 13.5 (2.0)

Parity

Primiparous 2895 55.2 (1.7) 2582 19.1 (1.4) 2096 6.0 (0.8)

Multiparous 4355 52.2 (2.0) 3903 24.6 (1.6) 3246 10.2 (1.2)

Smoking in pregnancy

Yes 1632 35.9 (2.1) 1452 9.4 (1.0) 1161 4.4 (1.0)

No 6551 59.1 (1.7) 5884 26.4 (1.4) 4937 10.2 (1.0)

Mother’s BMI

Normal (< 25) 4617 58.1 (1.7) 4107 25.0 (1.3) 3345 10.0 (1.0)

Overweight (25–29) 1833 46.4 (2.4) 1621 17.3 (1.7) 1361 5.7 (0.9)

Obese (≥ 30) 1262 44.8 (3.6) 1166 16.9 (2.8) 1011 5.6 (1.8)

Residence

Metropolitan 4370 58.8 (2.2) 3920 24.1 (1.8) 3290 9.8 (1.2)

Rural 3845 48.5 (2.9) 3443 20.8 (2.0) 2833 7.9 (1.2)

Region

Northeast 1058 47.6 (3.5) 906 18.2 (2.4) 703 8.2 (1.4)

Midwest 1575 56.2 (2.1) 1398 24.8 (1.6) 1081 9.3 (2.0)

Continued

we obtained this information from data link-
ages with the children’s birth certificates. We
defined prematurity as a gestational age of less
than 37 weeks. Maternal education was classi-
fied the same way as for household-head edu-
cation, and parity was classified as primiparous
(i.e., the mother had had no previous live
births) or multiparous.

The entire 6-year NHANES III sampled a
total of 8765 children younger than 6 years.
The overall interview response rate for these
children was approximately 94%. Data on
ever breastfeeding, exclusive breastfeeding,
and breastfeeding duration were available for
approximately 99% of the interviewed chil-
dren. We calculated the weighted percentages
and their standard errors with SUDAAN to
take into account the complex sample design.13

RESULTS

The proportions of children exclusively
breastfed were approximately 47% at 7 days
after birth, 32% at 2 months, 19% at 4
months, and 10% at 6 months, whereas the
proportions of children still being breastfed at
these ages were approximately 52%, 40%,
29%, and 22%, respectively. Table 1 shows
that at each of these time points, exclusive
breastfeeding was least common among low-
birthweight, premature, or non-Hispanic Black
infants and those of mothers who were youn-
ger than 20 years, had lower education or in-
come, smoked during pregnancy, or lived in
the South.

The proportions of children ever breastfed
and still being breastfed at 6 and 12 months
were also stratified by sociodemographic and
environmental factors (Table 2). We observed
patterns similar to those for the exclusively
breastfed children. In addition, we found lower
breastfeeding initiation and duration among
mothers who were overweight or obese and
among families living in rural areas. Although
primiparous mothers had a higher rate of initi-
ating breastfeeding than did multiparous moth-
ers, they had a lower rate of continuing breast-
feeding throughout the infant’s first year.

DISCUSSION

Less than half of the children in NHANES
III began exclusive breastfeeding. At age 2
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TABLE 2—Continued

South 3360 44.1 (1.8) 3024 16.0 (1.7) 2588 5.4 (1.2)

West 2222 69.8 (3.6) 2035 32.7 (2.5) 1751 14.0 (1.6)

Poverty–income ratio

0–99% 2857 36.5 (2.6) 2636 14.3 (1.7) 2286 7.6 (1.1)

100–184% 1758 50.1 (1.9) 1572 20.3 (1.5) 1307 6.5 (1.2)

185–349% 1847 58.5 (1.9) 1625 27.3 (1.9) 1302 11.9 (1.8)

> 350% 994 75.4 (2.2) 854 30.7 (2.7) 657 9.2 (2.0)

Missing value 759 45.8 (3.6) 676 14.9 (1.9) 571 6.4 (1.6)

Notes. (SE) = standard error. Missing numbers for each factor can be derived from the difference between the total number of
infants and the summary number for each factor (see the example given under “Poverty–Income Ratio”).

months, the percentage of infants still being ex-
clusively breastfed was considerably lower
than the percentage who were receiving any
breast milk at this point. By the age of 6
months, slightly less than 10% of infants were
being exclusively breastfed.

Although the factors that influence the initi-
ation and duration of breastfeeding have been
broadly studied,10,11 previous studies have
rarely examined the factors associated with ex-
clusive breastfeeding. Our study indicates that
the proportion of infants exclusively breastfed
varied by subgroup, with the lowest rate found
among non-Hispanic Black and premature in-
fants and the highest rate among infants of
mothers who had graduated from college. Our
study also suggests that the factors associated
with exclusive breastfeeding were similar to
those associated with the initiation and dura-
tion of any breastfeeding.10,11

Our results regarding the initiation and du-
ration of breastfeeding are similar to those
from previous Ross Laboratories Mothers’ Sur-
veys.14 Our analysis showed that only 3 sub-
groups in NHANES III met the Healthy People
2010 goal15 of 75% for breastfeeding initia-
tion: mothers who had graduated from college
(81.8%), families with a household head who
had graduated from college (80.2%), and fami-
lies with an income exceeding 350% of the
poverty–income ratio (75.4%). None of the
subgroups met the goals for breastfeeding at 6
months (50%) or 12 months (25%).

In summary, this is the first nationally repre-
sentative study available that indicates that ini-
tiation and maintenance of exclusive breast-
feeding are low in the United States. Public
health efforts are needed to improve the rate
of exclusive breastfeeding—and, in particular,

the duration of such feeding—among non-His-
panic Blacks and socioeconomically disadvan-
taged groups.
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Recent HIV/AIDS trends in the United States
suggest a relative increase in HIV infections
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TABLE 2—Continued

South 3360 44.1 (1.8) 3024 16.0 (1.7) 2588 5.4 (1.2)

West 2222 69.8 (3.6) 2035 32.7 (2.5) 1751 14.0 (1.6)

Poverty–income ratio

0–99% 2857 36.5 (2.6) 2636 14.3 (1.7) 2286 7.6 (1.1)

100–184% 1758 50.1 (1.9) 1572 20.3 (1.5) 1307 6.5 (1.2)

185–349% 1847 58.5 (1.9) 1625 27.3 (1.9) 1302 11.9 (1.8)

> 350% 994 75.4 (2.2) 854 30.7 (2.7) 657 9.2 (2.0)

Missing value 759 45.8 (3.6) 676 14.9 (1.9) 571 6.4 (1.6)

Notes. (SE) = standard error. Missing numbers for each factor can be derived from the difference between the total number of
infants and the summary number for each factor (see the example given under “Poverty–Income Ratio”).

months, the percentage of infants still being ex-
clusively breastfed was considerably lower
than the percentage who were receiving any
breast milk at this point. By the age of 6
months, slightly less than 10% of infants were
being exclusively breastfed.

Although the factors that influence the initi-
ation and duration of breastfeeding have been
broadly studied,10,11 previous studies have
rarely examined the factors associated with ex-
clusive breastfeeding. Our study indicates that
the proportion of infants exclusively breastfed
varied by subgroup, with the lowest rate found
among non-Hispanic Black and premature in-
fants and the highest rate among infants of
mothers who had graduated from college. Our
study also suggests that the factors associated
with exclusive breastfeeding were similar to
those associated with the initiation and dura-
tion of any breastfeeding.10,11

Our results regarding the initiation and du-
ration of breastfeeding are similar to those
from previous Ross Laboratories Mothers’ Sur-
veys.14 Our analysis showed that only 3 sub-
groups in NHANES III met the Healthy People
2010 goal15 of 75% for breastfeeding initia-
tion: mothers who had graduated from college
(81.8%), families with a household head who
had graduated from college (80.2%), and fami-
lies with an income exceeding 350% of the
poverty–income ratio (75.4%). None of the
subgroups met the goals for breastfeeding at 6
months (50%) or 12 months (25%).

In summary, this is the first nationally repre-
sentative study available that indicates that ini-
tiation and maintenance of exclusive breast-
feeding are low in the United States. Public
health efforts are needed to improve the rate
of exclusive breastfeeding—and, in particular,

the duration of such feeding—among non-His-
panic Blacks and socioeconomically disadvan-
taged groups.
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TABLE 1—Prevalence of Sexual Behaviors, Injection Drug Use, and STD/HIV Infections:
Population-Based Survey, Northern California

Women Who Reported Sex Women Who Reported Sex
Risk Behavior or Marker Exclusively With Mena With Men and Womena P

Sexual risk

Ever had sex with MSM, % 3 30 < .001

Sex with MSM within 6 months, % < 1 10 < .001

Ever had sex with an IDU, % 8 38 < .001

Sex with IDU within 6 months, % 2 19 < .001

Ever had sex with an HIV-positive man, % 1 5 < .001

Sex with HIV-positive man within 6 months, % < 1 2 < .001

Mean No. of lifetime male partners 16 307 < .001

Mean No. of male partners within 6 months 2 9 < .001

Ever traded sex for drugs or money, % 8 40 < .001

Traded sex for drugs or money within 6 months, % 4 24 < .001

Ever had anal sex, % 18 56 < .001

Injection drug use, %

Ever injected cocaine < 1 10 < .001

Injected cocaine within 6 months < 1 5 < .001

Ever injected heroin 1 17 < .001

Injected heroin within 6 months < 1 9 < .001

Ever injected speed 1 13 < .001

Injected speed within 6 months < 1 6 < .001

Ever shared needles 43 64 .08

Shared needles within 6 months 46 27 .18

STD/HIV prevalence, %

HIV positive < 1 < 1 .27

Syphilis < 1 1 .33

Chlamydia 2 < 1 .08

Gonorrhea < 1 1 .64

Hepatitis B 5 9 .03

Hepatitis C 1 8 < .001

Note. Women who reported no sex, refused to report sexual activity, or reported sex with women only were excluded.
STD = sexually transmitted disease; MSM = men who have sex with men; IDU = injection drug user.
aPopulation prevalence adjusted for the survey design.

use or heterosexual contact.1 Although the bi-
ological risk of female-to-female sexually
transmitted HIV is unknown, it is thought to
be much lower than the risk of transmission
between men and women, including in-
stances in which a condom is used.2 How-
ever, studies focusing on women who have
sex with women (WSW) have shown that
some subgroups of WSW exhibit high levels
of sexual risk behaviors with men as well as
unsafe injection drug use.3,4 Thus, if risk as-
sumptions are based on self-reported or pre-
sumed sexual identity, possible risks for HIV
infection may be underestimated in some
subgroups of WSW.

Few studies have estimated the proportion
of WSW or characterized their behavior in
samples representative of the population as a
whole. Here we describe sexual and drug
use behaviors associated with HIV and other
sexually transmitted diseases (STDs) among
WSW who took part in a door-to-door, pop-
ulation-based survey of women aged 18 to
29 years. The survey was conducted be-
tween April 1996 and January 1998 among
residents of low-income neighborhoods in
Northern California. Study methods have
been described in detail in a previous
article.5

Of 2547 women who completed the study,
2229 (88%) reported sex exclusively with
men, 189 (7%) reported sex with both men
and women, and 16 (1%) reported sex exclu-
sively with women. Of the 7 HIV-positive
women, 4 reported only male partners, 2 re-
ported both male and female partners, and 1
reported only female partners. None of the
16 WSW who reported sex exclusively with
women reported any injection drug use.
Therefore, analyses of risk were limited to
those who reported sex with both men and
women and those who reported sex exclu-
sively with men (Table 1).

Compared with women who had sex ex-
clusively with men, women who had sex
with both men and women were significantly
more likely to report past and recent high-
risk sexual behavior, including sex with an
HIV-positive man, multiple male sexual part-
ners, sex with a man who has sex with men,
sex with an injection drug user, trading of
sex for drugs or money, and anal sex. They
were also more likely to report past and re-

cent injection drug use, including use of her-
oin, cocaine, and speed. Finally, they were
more likely to have serological markers for
both hepatitis B virus (anti-HBc, HbsAG, or
both) and hepatitis C virus (anti-HCV). Rates
of HIV and other STDs did not significantly
differ owing to the small numbers of these
infections.

The rates of sexual and injection drug risk
activities exhibited by women in this pop-
ulation-based survey who reported sex with
both men and women place this group at po-
tentially higher risk of HIV and other STDs
than women who were exclusively sexual
with either men or women. Prevention efforts

should avoid assumptions based on reported
sexual identity and should acknowledge that
women who report sex with both women and
men may be at increased risk for HIV and
other STDs.
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Decision aids related to hormone replacement
therapy (HRT), whether delivered in written
form,1,2 along with audiotapes,3 or as part of
discussion groups,4 have outperformed ge-
neric brochures in increasing knowledge and
accuracy of risk assessments. However, these
decision aids have provided women with pop-
ulation-based estimates of average risk, not
individual risk levels that may have bearing
on their decisions about HRT. Decision aids
individually customized or “tailored” to in-
clude only the most relevant information
could make it easier for women to consider
HRT’s risks and benefits.5,6 Tailored interven-
tions have yet to be evaluated for HRT deci-
sions. We describe the effect of a tailored de-
cision aid on women’s accuracy of perceived
risk for breast cancer, confidence to decide
about HRT, and satisfaction with the decision.

METHODS

Study Design
Between October 1998 and February

1999, interviewers called households from a
purchased list to identify women aged 45 to
54 years who were willing to receive written
materials about HRT and who did not have a
history of breast cancer. Eligible women strat-
ified by baseline HRT use were randomized
to either a delayed or an active intervention
arm. Women in the active arm received mate-
rials 2 weeks after the baseline survey; those
in the delayed arm received materials after
completing the study. Telephone surveys were
conducted at 1 and 9 months. Study proto-
cols were approved by the institutional review
board.

Intervention
The trifold decision aid7 included (1) “Step

1 The Facts” (19 pages), which was tailored
to baseline perceived menopausal status, hys-
terectomy status (no or yes), prior HRT use,
and accuracy of perceived risk for breast can-
cer8; (2) “Step 2 What’s Important to You,” a
worksheet to record preferences; “Step 3 Next
Steps” (13 pages), which included vignettes of
women at decision points similar to those of
women receiving the intervention and a
checklist of questions for the health care pro-
viders of women receiving the intervention.

Outcome Measures
Accuracy was the agreement between

women’s perceived and objective 10-year risk
for breast cancer as measured by the Gail
score.8 Perceived risk was assessed on a 0
(certain not to happen) to 100 (certain to hap-
pen) scale. Breast cancer risk factors were
used to calculate a Gail score.8 Accuracy was
computed as the difference between the
woman’s perceived and objective risk score.
The woman’s perception was accurate unless
the absolute value of the difference score ex-
ceeded 10%.9

Level of confidence in ability to understand
the risks and benefits of HRT, make a decision
about HRT, and discuss HRT with a health
care provider was rated (0=low to 10=high;
Cronbach α=.78). Items were summed to
yield an average level of confidence.

Women’s satisfaction was assessed by
agreement (1=strongly disagree to 5=
strongly agree) with 6 statements related to
being informed about HRT, whether the de-
cision (for those who made a decision) was
consistent with their personal values, and
overall satisfaction with the decision among
those who had made a decision (Cronbach
α= .78).10

Statistical Analysis
Logistic regression models were tested to

predict dichotomized confidence (based on
the median baseline value), accuracy of per-
ceived breast cancer risk, and satisfaction out-
comes at each follow-up. Covariates were in-
tervention arm, baseline value, race/ethnicity,
education, marital status, working for pay,
perceived menopausal status, ever use of
HRT, hysterectomy status, decision status,
and numeracy (for the accuracy outcome).
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Decision aids related to hormone replacement
therapy (HRT), whether delivered in written
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discussion groups,4 have outperformed ge-
neric brochures in increasing knowledge and
accuracy of risk assessments. However, these
decision aids have provided women with pop-
ulation-based estimates of average risk, not
individual risk levels that may have bearing
on their decisions about HRT. Decision aids
individually customized or “tailored” to in-
clude only the most relevant information
could make it easier for women to consider
HRT’s risks and benefits.5,6 Tailored interven-
tions have yet to be evaluated for HRT deci-
sions. We describe the effect of a tailored de-
cision aid on women’s accuracy of perceived
risk for breast cancer, confidence to decide
about HRT, and satisfaction with the decision.

METHODS

Study Design
Between October 1998 and February

1999, interviewers called households from a
purchased list to identify women aged 45 to
54 years who were willing to receive written
materials about HRT and who did not have a
history of breast cancer. Eligible women strat-
ified by baseline HRT use were randomized
to either a delayed or an active intervention
arm. Women in the active arm received mate-
rials 2 weeks after the baseline survey; those
in the delayed arm received materials after
completing the study. Telephone surveys were
conducted at 1 and 9 months. Study proto-
cols were approved by the institutional review
board.

Intervention
The trifold decision aid7 included (1) “Step

1 The Facts” (19 pages), which was tailored
to baseline perceived menopausal status, hys-
terectomy status (no or yes), prior HRT use,
and accuracy of perceived risk for breast can-
cer8; (2) “Step 2 What’s Important to You,” a
worksheet to record preferences; “Step 3 Next
Steps” (13 pages), which included vignettes of
women at decision points similar to those of
women receiving the intervention and a
checklist of questions for the health care pro-
viders of women receiving the intervention.

Outcome Measures
Accuracy was the agreement between

women’s perceived and objective 10-year risk
for breast cancer as measured by the Gail
score.8 Perceived risk was assessed on a 0
(certain not to happen) to 100 (certain to hap-
pen) scale. Breast cancer risk factors were
used to calculate a Gail score.8 Accuracy was
computed as the difference between the
woman’s perceived and objective risk score.
The woman’s perception was accurate unless
the absolute value of the difference score ex-
ceeded 10%.9

Level of confidence in ability to understand
the risks and benefits of HRT, make a decision
about HRT, and discuss HRT with a health
care provider was rated (0=low to 10=high;
Cronbach α=.78). Items were summed to
yield an average level of confidence.

Women’s satisfaction was assessed by
agreement (1=strongly disagree to 5=
strongly agree) with 6 statements related to
being informed about HRT, whether the de-
cision (for those who made a decision) was
consistent with their personal values, and
overall satisfaction with the decision among
those who had made a decision (Cronbach
α= .78).10

Statistical Analysis
Logistic regression models were tested to

predict dichotomized confidence (based on
the median baseline value), accuracy of per-
ceived breast cancer risk, and satisfaction out-
comes at each follow-up. Covariates were in-
tervention arm, baseline value, race/ethnicity,
education, marital status, working for pay,
perceived menopausal status, ever use of
HRT, hysterectomy status, decision status,
and numeracy (for the accuracy outcome).
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TABLE 1—Baseline Characteristics, by Intervention Arm

Delayed Active
Total Intervention Intervention

(N = 581) (n = 292) (n = 289) P

Demographics

Age, % .98

45–49 55 55 55

50–54 45 45 45

Some college or more, % 75 75 76 .83

Married or living as married, % 78 77 78 .82

African American, % 24 24 23 .73

Work for pay, % 85 89 81 .01

Money for special things, % 67 67 67 .95

Health services

Had health insurance, % 96 96 96 .70

Had regular doctor, % 94 94 94 .85

Menopause related

Perceive menopause beginning or begun, % 71 71 70 .49

Clinically postmenopausal, % 50 51 49 .65

Symptoms present 90 91 89 .47

Hormone replacement therapy related

Ever used hormone replacement therapy, % 41 40 41 .89

Decided about hormone replacement therapy, % 47 46 48 .68

Decided to use hormone replacement therapya 80 79 80 .81

Satisfaction with decision, mean (SD)a 4.2 (0.7) 4.1 (0.7) 4.2 (0.7) .17

Currently using hormone replacement therapy, % 29 30 28 .59

Confidence to decide about hormone replacement 6.6 (2.2) 6.6 (2.2) 6.7 (2.2) .47 

therapy, mean (SD)

Health-related variables

Health good or excellent, % 90 90 90 .97

Currently smoking, % 12 10 13 .23

Perceived likely to get breast cancer in lifetime, % 49 50 47 .42

Perceived breast cancer risk accurately, % 32 34 29 .19

Had hysterectomy, % 24 28 20 .02

Has family history of breast cancer, % 11 13 10 .31

aAssessed among the 269 women who had decided about hormone replacement therapy.

RESULTS

Recruitment and Follow-Up
Of the 2388 telephone numbers called,

158 (7%) numbers were not working, 844
(35%) people were ineligible, 444 (19%)
calls were never answered, and 361 (15%)
people refused to participate. Of the 581
women who were randomized, 557 (96%)
and 541 (93%) completed the 1- and 9-
month surveys, respectively. Complete data
are available for 520 (90%) of the women.

Study Outcomes
Women in the active intervention arm

were significantly less likely than those in the
delayed arm to be working for pay (P=.01)
and to have had a hysterectomy (P=.02)
(Table 1).

Confidence in ability to decide about HRT.
Women in the active arm were more likely
than those in the delayed arm to be confi-
dent about making a decision at both follow-
ups (1 month: odds ratio [OR]=2.5; 95%
confidence interval [CI]=1.6, 3.9; 9 months:
OR=2.8; 95% CI=1.8, 4.5, respectively)
(Table 2). Women in the active arm who
were confident at 1 month were more likely
to remain confident in their decision at 9
months than were comparable women in the
delayed arm (OR=2.5; 95% CI=1.6, 4.0).

Accuracy of perceived risk for breast cancer.
At both follow-ups, women in the active arm
were more likely to accurately perceive their
level of risk for breast cancer than were
those in the delayed arm (1 month: OR=
1.9; 95% CI=1.3, 2.9; 9 months: OR=1.9;
95% CI=1.2, 2.8, respectively). Among
those with accurate risk perceptions at 1
month, women in the active arm were more
likely than those in the delayed arm to re-
tain those perceptions at 9 months
(OR=2.2; 95% CI=1.3, 3.7).

Satisfaction with decision. At 1 month only,
women in the active arm were more likely
than those in the delayed arm to report that
they were very satisfied with their HRT deci-
sion (OR=2.5; 95% CI=1.5, 4.3). However,
among those who reported being satisfied at
1 month, women in the active arm were more
likely than women in the delayed arm to re-
main satisfied with their decision at 9 months
(OR=2.8; 95% CI=1.5, 5.3).

DISCUSSION

The decision aid improved the accuracy of
women’s perceptions of breast cancer risk,
confidence to make decisions about HRT, and
satisfaction with decisions. These intervention
effects were sustained between 1- and 9-
month follow-ups. HRT decisions might bene-
fit by additional customization or brief tele-
phone counseling calls, which have been
effective for other health-related outcomes.11

More than 40% of the undecided women
in the active arm made a decision by the 9-

month follow-up; in addition, among those de-
cided at baseline and 1 month, women in the
active arm reported greater satisfaction at 9-
month follow-up than did those in the delayed
arm. Providing such decision aids to women
before clinic appointments could enable them
to make better use of limited visit time.

Although most of the participants were
more educated and health oriented than the
general population, our use of purchased lists
resulted in recruitment of a broader cross-
section of women than have been included in
prior research on this topic; 24% of our par-
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TABLE 2—Odds Ratios (ORs) and 95% Confidence Intervals (CIs) for Study Outcomes
at 1 Month, 9 Months, and Sustained Between 1 and 9 Months

Active vs Delayed Intervention,
n OR (95% CI) P

Confidencea

1 mo 531 2.5 (1.6, 3.9) < .0001

9 mo 514 2.8 (1.8, 4.5) < .0001

1 and 9 mo 507 2.5 (1.6, 4.0) < .0001

Accuracy of perceived risk for breast cancerb

1 mo 500 1.9 (1.3, 2.9) .002

9 mo 471 1.9 (1.2, 2.8) .004

1 and 9 mo 464 2.2 (1.3, 3.7) .004

Satisfied with decision about hormone replacement therapyc

1 mo 256 2.5 (1.5, 4.3) .0005

9 mo 310 1.5 (0.9, 2.4) .09

1 and 9 mo 212 2.8 (1.5, 5.3) .001

aDichotomous outcome, proportion above the cutpoint (baseline sample median) at each follow-up. The confidence models
were adjusted by race/ethnicity, education, age, marital status, work for pay, perceived menopausal status, ever use of
hormone replacement therapy, hysterectomy status, baseline confidence, and hormone replacement therapy decision status.
bAccurate if the difference between the 10-year perceived risk and the 10-year objective risk is less than or equal to 10%
(based on the Gail score8). The accuracy-of-perceived-risk models were adjusted by race/ethnicity, education, age, marital
status, work for pay, perceived menopausal status, ever use of hormone replacement therapy, baseline accuracy of perceived
risk, and numeracy.
cDichotomous outcome, proportion above the cutpoint (baseline sample median) at each follow-up. The satisfaction models
were adjusted by race/ethnicity, education, age, marital status, work for pay, perceived menopausal status, ever use of
hormone replacement therapy, and hysterectomy status.

ticipants (vs 10% of those in previous stud-
ies2,3) were African Americans. Involving
community groups should be considered as a
means of further expanding intervention
reach.

As ever-increasing numbers of women
enter menopause, rapidly changing knowl-
edge about HRT requires innovative and flex-
ible communication strategies to meet their
information needs.
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Objectives. This study determined the effects of nurse staffing and nursing organization
on the likelihood of needlestick injuries in hospital nurses.

Methods. We analyzed retrospective data from 732 and prospective data from 960
nurses on needlestick exposures and near misses over different 1-month periods in 1990
and 1991. Staffing levels and survey data about working climate and risk factors for nee-
dlestick injuries were collected on 40 units in 20 hospitals.

Results. Nurses from units with low staffing and poor organizational climates were gen-
erally twice as likely as nurses on well-staffed and better-organized units to report risk
factors, needlestick injuries, and near misses.

Conclusions. Staffing and organizational climate influence hospital nurses’ likelihood
of sustaining needlestick injuries. Remedying problems with understaffing, inadequate
administrative support, and poor morale could reduce needlestick injuries. (Am J Pub-
lic Health. 2002;92:1115–1119)

Effects of Hospital Staffing and Organizational Climate 
on Needlestick Injuries to Nurses
| Sean P. Clarke, PhD, RN, Douglas M. Sloane, PhD, and Linda H. Aiken, PhD, RN

terference of precautions with job perform-
ance.6,7 Second, the adoption of needleless
technology has been widespread, but it is
unlikely that any technology can ever en-
tirely remove the need for health profession-
als to handle bare needles and sharps.
Third, awareness is increasing that needle-
stick accidents, like medical errors, compli-
cations, and other reportable incidents in
hospitals, may be related to organizational
factors such as staffing and the nurse prac-
tice environment as well as staff education
and the types of equipment used.

Although many aspects of sharps injuries
and body fluid exposures have been exten-
sively studied, Hanrahan and Reutter8 noted
in their review of the literature that an organi-
zational perspective on this issue is needed.
To our knowledge, little research has been
conducted to determine what factors produce
variations in needlestick injury rates across
hospitals or hospital units and whether nurse
staffing and organizational climate are impor-
tant determinants. Examining the organiza-
tional context of needlestick injuries is partic-
ularly timely, given recent state and national
initiatives to reduce bloodborne pathogen ex-
posures by requiring the use of specific types
of devices in hospitals and separate broader
state initiatives mandating minimum staffing
levels in hospitals.

In our previous study of AIDS care pro-
vided in 20 hospitals across the United
States, 1990–1991, we estimated the fre-
quency of needlestick injuries to hospital
nurses based on data from various sources.2

In addition to retrospective reports from sur-
veyed nurses regarding the number of times
they were injured with a blood-contaminated
needle in the prior month, we asked the
same nurses to report needlesticks at the
end of every shift they worked for 30 days
(i.e., prospectively). On the basis of the pro-
spective shift-based reports, we estimated
that the rate of injuries to staff nurses was
0.8 per nurse per year. Prospective and ret-
rospective rates were statistically indistin-
guishable. Our data also showed that only
about 1 in 4 needlestick injuries were re-
ported to hospital authorities. We also found
that nurses who reported recapping needles
were at heightened risk for injury and that
nurses working in magnet hospitals (3 of the
20 hospitals were known for having an espe-
cially positive working climate for nurses9)
were at significantly reduced risk for injury.
The results reported in this article extend
the work of that study by exploring how risk
factors associated with needlestick injuries
and the relative frequency of needlestick in-
juries among hospital nurses are related to
the staffing levels and organizational cli-

Exposures of health care workers to blood-
borne pathogens through accidental contact
with sharp instruments have been widely
publicized, and the prevention and control of
exposure to sharp instruments is a high-pro-
file issue. Estimates from the University of
Virginia’s Exposure Prevention Information
Network (EPINet) surveillance system for
1996 placed the number of the percutaneous
injuries to US health workers in that year at
almost 600000.1 In the largest study of nee-
dlesticks to date based on nurse reports (as
opposed to institutional surveillance), we re-
ported a startlingly high rate of nearly 1 in-
jury per nurse-year using data from a national
nurse survey in 1991.2 Because the potential
consequences of hepatitis B and C and HIV
and AIDS infection are so severe, the rela-
tively low rates of seroconversion after percu-
taneous injuries—estimated at less than 0.5%
for HIV—are not particularly reassuring.3–5

Moreover, because the personal and profes-
sional consequences of needlestick injuries
can be devastating even when they do not re-
sult in infections,5 needlestick and related in-
juries remain a very serious occupational
health concern for nurses and other health
care workers.

The dominant perspective in the litera-
ture and in most agency guidelines is that
the transmission of bloodborne pathogens
from patients to health care workers is
largely preventable through the use of uni-
versal precautions and special equipment
(primarily systems that resheathe needles
after use and needleless access devices). Ex-
clusive reliance on these strategies is inade-
quate, however, for several reasons. First,
the adoption of universal precautions to
date has been far from universal. Studies
have shown, for example, that nurse compli-
ance with universal precautions is affected
by the availability of protective equipment,
the perceived commitment of management
to safety, and perceptions regarding the in-
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mates on the hospital units on which nurses
work.

METHODS

Sample
We analyzed data from a survey conducted

in 1991 of nurses working on 40 inpatient
units in 20 general hospitals located in 11
cities with high AIDS prevalence: New York,
NY; Baltimore, Md; Boston, Mass; Chicago, Ill;
Miami, Fla; Dallas, Tex; New Orleans, La; At-
lanta, Ga; Philadelphia, Pa; San Francisco,
Calif; and Los Angeles, Calif.10,11 In the parent
study of hospital organization and inpatient
AIDS care, a purposive sample of 10 hospitals
was chosen from a national master list of in-
stitutions that have specialized AIDS units
with at least 10 beds. A matched group of 10
hospitals in the same geographic areas but
without specialized AIDS units was drawn on
the basis of characteristics such as bed size,
governance, and clientele served. Details are
discussed in an earlier publication.10

In addition to instruments measuring the
working climate in the study hospitals and
hospital units, the confidential, self-
administered questionnaire filled out by the
nurses included items dealing with exposures
to sharps over the previous 1-month and 1-
year periods.2 Of the 865 staff nurses perma-
nently assigned to the study units who re-
ceived the questionnaire, 762 returned it,
and 732 questionnaires were usable. Addi-
tional prospective data dealing with expo-
sures to sharps and near-miss injuries were
collected from all nurses working on the
study units (regular staff nurses and tempo-
rary nurses) at the end of each shift over two
1-month periods in late 1990 and early
1991. Reports were obtained for 12349
(86%) of the total 14379 shifts worked by
960 regular and temporary staff nurses. Be-
cause the retrospective survey was conducted
2 months before the prospective portion of
the study began, the periods of time and the
injuries that occurred during the prospective
and retrospective data collection did not
overlap.

Measures
Exposures to contaminated sharps. The

nurses who completed our retrospective sur-

vey were asked whether they had ever been
stuck with a needle or sharp object contami-
nated with blood. Those who responded affir-
matively were then asked how many times
this had occurred and how many of the inci-
dents had occurred in the past month.

The prospective portion of our data collec-
tion involved the use of booklets containing a
sufficient number of reporting forms (cou-
pons) for a month of shifts. These coupon
booklets were distributed to staff and nonstaff
nurses (both registered nurses and licensed
practical nurses) on each of the study units.
One coupon was filled out by each nurse at
the end of each shift worked and placed in a
secure box on the study unit. Nurses indi-
cated on each coupon whether they had in-
curred a needle or sharp injury, defined as “a
puncture with a needle or sharp instrument
that is contaminated with blood,” and
whether they had had a “near-miss with a
used needle or sharp” on that shift.

Staffing data. The number of full-time-
equivalent registered nurse positions and the
average daily patient census on each of the
units for each day of the first month of the
study period were determined from adminis-
trative data provided by the managers on the
nursing units, including payroll sheets and pa-
tient assignment worksheets. Ratios of regis-
tered nurse positions to average daily patient
census on each unit were calculated, cross-
checked, and used in the analyses later in this
article. In the results presented here, lower-
staffed hospital units had registered nurse–
to–average daily patient census levels reflect-
ing ratios of approximately 1 nurse for every
10 or more patients on average.

Resource adequacy and nurse manager lead-
ership. Resource adequacy and nurse man-
ager leadership were drawn from the Revised
Nursing Work Index, a battery of items that
gauge nurses’ perceptions of the presence of
selected organizational characteristics in their
work setting. Details about the development
of this tool, its psychometric properties, and
its validation in successive studies by our
team are available in another recent publica-
tion.12 The Revised Nursing Work Index con-
tains 49 items that asks nurses to indicate, on
a 4-point scale from “strongly agree” to
“strongly disagree,” whether various features
are present in their practice setting.

Three theoretically derived summary mea-
sures were initially constructed from these
items, and 6 empirically derived subscales
were subsequently isolated with factor ana-
lytic techniques.13 The resource availability
and nurse manager leadership subscales (r=
0.63) used in the current analyses deal with
unit-level organizational support for nursing
practice and were therefore believed to be
the most plausible correlates of needlestick
risk. Other subscales address factors such as
the influence of senior nurse executives and
the quality of nurse–physician relationships.
Resource adequacy was derived from 4 items
that dealt with nurses’ perceptions of whether
staffing was sufficient to accomplish the work
to be done and to provide quality patient care
and whether they had enough time and op-
portunity to discuss patient care problems
with other nurses. Nurse manager leadership
was derived from 5 items that dealt with per-
ceptions of the nursing unit manager’s leader-
ship and support of nurses’ initiative and deci-
sionmaking. Cronbach αs for these 2
subscales in the current data were .83 and
.81, respectively. Scores on these subscales
provided by each nurse on a given nursing
unit were considered independent judgments
or evaluations of that unit’s organizational cli-
mate. Mean subscale scores for all of the
nurses on the same units were calculated and
used in the analyses described later in this ar-
ticle as aggregate indicators.12

To avoid confounding our measures of
these 2 organizational characteristics with our
measures of needlestick exposures (the occur-
rence of which influenced nurses’ perceptions
of resource adequacy and nurse leadership),
we calculated all mean unit scores both with
and without the evaluations of the nurses
who had experienced an injury. Although the
results of our analyses were the same regard-
less of whether the assessments of injured
nurses were included in estimating these
characteristics, we present the more conserva-
tive results (i.e., excluding the evaluations of
nurses who were injured).

Emotional exhaustion. The emotional ex-
haustion subscale of the Maslach Burnout In-
ventory14 measures the extent to which
nurses feel emotionally overwhelmed by their
work. In the current data, this subscale had a
Cronbach α coefficient of .89. In our re-
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search, we have found that this is a psycho-
metrically valid index that, when aggregated
to the level of nursing units, gauges the extent
to which working conditions of various types
have led to a generalized sense of frustration,
strain, and weariness among a particular
unit’s nursing staff. As in the case of the orga-
nizational climate measures, we calculated
mean scores for each unit with and without
data from the small number of nurses who
were injured. There were no differences in
the results obtained in the analyses with ei-
ther approach.

Risk factors. Our survey instrument also
asked nurses a series of questions about how
often they recapped used needles when they
cared for patients with known and unknown
HIV status (with responses ranging across 4-
point scales from “never” to “always”). A fur-
ther series of questions asked nurses whether
certain factors were present on their units
that created a significant risk of exposure to
bloodborne infections, including carelessness
and inexperience of other staff and uncooper-
ativeness of patients. Last, nurses were asked
to estimate, on a 4-point scale ranging from
“not very good” to “excellent”, how good a
job they thought their hospital had done in
providing them with adequate knowledge
about AIDS and with the supplies and equip-
ment needed to protect themselves.

Data Analysis
We first examined whether variation across

hospital units in staffing and organizational
climate was a significant predictor of nurses’
reports of the presence of specific risk factors
associated with needlestick injuries on their
units. We then estimated the effects of unit
staffing levels and organizational characteris-
tics on the odds of nurses experiencing nee-
dlestick injuries or near misses with a sharp
over the prospective and retrospective surveil-
lance periods. The organizational climate and
staffing measures were examined both as con-
tinuous variables and as dichotomous vari-
ables to test the possibility that nurses work-
ing on units where conditions were poorest
experienced needlesticks disproportionately.
In the analyses in which these variables were
dichotomized, nurses from the 10 units of the
40 that had the lowest levels of resource ade-
quacy, nurse leadership, and nurse-to-patient

ratios, and the highest levels of emotional ex-
haustion, were compared with nurses from
the remaining units. Because little difference
was seen in the results obtained with the di-
chotomous (bottom or top quartile vs all oth-
ers) and continuous approaches, and because
of the ease in interpreting the odds ratios
computed for dichotomized variables, only
the dichotomized results are presented here.

Because the nurses surveyed were grouped
by units, their characteristics and their out-
comes were not independent, and conven-
tional logistic regression modeling would not
have been an appropriate statistical tech-
nique. Consequently, in all cases, logistic re-
gression modeling employing generalized esti-
mating equations, with nursing unit as the
clustering variable, was used to estimate odds
ratios and 95% confidence intervals associ-
ated with the effects of the different factors
on them.15 In the case of the analyses of the
prospective data, the number of shifts worked
by each nurse was used as a control variable
because the time at risk for injury in our
analyses was directly related to the number
of shifts that nurses worked. All analyses
were conducted with SAS (Version 6.12; SAS
Institute Inc, Cary, NC).

RESULTS

In the retrospective portion of our study,
34 (4.3%) of the 789 nurses who responded
to the questionnaires reported a needlestick
injury in the previous month. Of the 962
nurses who filled out at least 1 coupon dur-
ing the prospective survey, 53 (5.5%) re-
ported an injury involving a needlestick or
sharp containing blood, and 228 (23.7%) re-
ported an incident involving a near miss.

Table 1 shows that nurses working on hos-
pital units with poorer work climates and
lower staffing levels were substantially more
likely to report the presence of risk factors as-
sociated with needlestick injuries. Although
there is some variability in our estimates of
the associations between the 4 organizational
characteristics and 6 risk factors, 21 of 24 of
the associations were significant, and most
were substantial. Nurses on units with less ad-
equate resources, lower staffing and less
nurse leadership, and higher levels of emo-
tional exhaustion were typically twice as

likely to report the presence of risks due to
staff carelessness and inexperience, patient
uncooperativeness, frequent recapping of nee-
dles, and inadequate knowledge or supplies.

Table 2 shows that these same 4 organiza-
tional characteristics of hospital units also
were related to the likelihood of incurring
needlestick injuries and reporting incidents in-
volving near misses. The likelihood of experi-
encing needlestick injuries in the month be-
fore our survey was 3 times higher, or nearly
3 times higher, among nurses on units with
less adequate resources, less nurse leadership
and support, lower staffing, and higher levels
of emotional exhaustion. The likelihood of ex-
periencing needlesticks and near misses dur-
ing the period of our prospective (shift-to-
shift) data collection was similarly affected by
these adverse unit characteristics; also, odds
ratios were somewhat smaller when the pro-
spective data were used but often involved a
doubling, or near doubling, of the odds of
needlesticks and near misses. Some of these
estimates were not significant at the 95%
confidence level, but virtually all were nearly
so, and the importance of staffing and organi-
zation in affecting these adverse events is in-
dicated by the considerable consistency in the
effects estimated across the 3 separate indica-
tors of exposure.

DISCUSSION

The analyses presented here suggest that
hospital nurses’ exposures to bloodborne
pathogens were associated with the organiza-
tional characteristics and staffing levels on the
hospital units where they worked. Individual
nurses’ risks of sustaining percutaneous in-
juries with used sharps were related to aggre-
gate-level characteristics of their hospital units
such that working on units characterized by
poor working climates was associated with in-
creased risks of injuries and near misses.

The differences in the odds ratios pre-
sented in Tables 1 and 2 indicate that slightly
different nursing units were designated as
having high-risk conditions when different
unit characteristics were used, and there were
slight differences in our estimates of the ef-
fects of these characteristics on the likelihood
of being injured. However, some of the units
clearly had uniformly poor climates, whether



American Journal of Public Health | July 2002, Vol 92, No. 71118 | Research and Practice | Peer Reviewed | Clarke et al.

 RESEARCH AND PRACTICE 

TABLE 2—Odds Ratios (ORs) and 95% Confidence Intervals (CIs) Estimating the Effects
of Various Organizational Characteristics on the Odds of Nurses Sustaining Percutaneous
Injuries and Incurring Near Misses

Retrospectively Prospectively Prospectively
Reported Needlesticks Reported Needlesticks Reported Near Misses

OR (95% CI) OR (95% CI) OR (95% CI)

Low nurse staffing 3.03 (1.22, 7.51) 2.06 (1.00, 4.25) 1.95 (1.02, 3.73)

Low resource adequacy 2.69 (1.08, 6.70) 1.73 (0.82, 3.66) 2.04 (1.08, 3.88)

Low nurse manager leadership 2.84 (1.14, 7.08) 1.56 (0.70, 3.49) 1.89 (1.06, 3.40)

High emotional exhaustion 2.54 (0.90, 7.26) 2.08 (1.03, 4.19) 1.57 (0.80, 3.10)

Note. Odds ratios were computed with generalized estimating equations to allow for clustering by hospital unit. Estimates
involving prospectively reported needlesticks and near misses were computed after controlling for the number of shifts
worked (time at risk).

TABLE 1—Odds Ratios (ORs) and 95% Confidence Intervals (CIs) Estimating the Effects of 
Various Organizational Characteristics on the Odds of Nurse Reports of Different Needlestick 
Risk Factors on Hospital Units

Low Resource Low Nurse High Emotional
Low Nurse Staffing Adequacy Manager Leadership Exhaustion

OR (95% CI) OR (95% CI) OR (95% CI) OR (95% CI)

Significant risk due to staff carelessness 1.92 (1.31, 2.82) 1.88 (1.25, 2.83) 1.65 (1.05, 2.58) 2.16 (1.33, 3.50)

Significant risk due to staff inexperience 1.74 (1.04, 2.92) 2.18 (1.47, 3.24) 1.80 (1.11, 2.93) 2.06 (1.31, 3.23)

Significant risk due to patient uncooperativeness 2.11 (1.32, 3.38) 2.13 (1.34, 3.40) 1.71 (1.06, 2.76) 1.32 (0.74, 2.35)

Often recaps needles used on patients with unknown HIV status 2.40 (1.29, 4.46) 3.30 (2.08, 5.23) 2.16 (1.22, 3.16) 1.78 (0.87, 3.62)

Feels hospital has not done a good job providing knowledge to protect workers 2.76 (1.72, 4.42) 2.44 (1.48, 4.00) 1.54 (0.88, 2.71) 1.94 (1.15, 3.27)

Feels hospital has not done a good job providing supplies to protect workers 3.56 (2.18, 5.81) 2.94 (1.64, 5.17) 1.86 (1.07, 3.26) 1.86 (1.02, 3.37)

Note. Odds ratios were computed with generalized estimating equations to allow for clustering by hospital unit.

assessed by our survey-based measures of or-
ganizational climate and nurse burnout or
measured with institutional reports of nurse
staffing. Nurses did not experience needle-
stick and related injuries at random. Injuries
and near misses were clustered in specific
units and were significantly more common in
units with poor working climates and less
staffing.

Although needlestick injuries may be re-
duced by staff education and the use of safer
equipment, managers and policymakers try-
ing to alleviate this problem ultimately must
address the effect of staffing levels and work
environments on these injuries. Previous dis-
cussions of this problem have suggested that
clinical nurse specialists and nurse managers
are well positioned to influence compliance
with safer practices by teaching and modeling
appropriate behavior, as well as by helping
staff to better evaluate the risks and benefits

of their decisions.16 Although this observation
is undoubtedly accurate and provides some
concrete guidelines for frontline managers
and leaders, the research reported here sug-
gests the need to consider the broader con-
text of nursing care on the units and in hospi-
tals where needlestick injuries occur. The
resource adequacy and nurse manager lead-
ership measures in this study not only are a
reflection of managerial decisions by frontline
nurse leaders but also are markers of the ex-
tent to which the top managers in hospitals
pay attention to and invest in safe environ-
ments for staff and patients alike.

Because the hospitals and nurses in the pri-
mary study were sampled to evaluate the ef-
fect of specialized AIDS units on patient and
nurse outcomes (and not to evaluate needle-
stick risk in hospital nurses in different set-
tings) and because the sample of nurses in
this study was rather small, the results of

these analyses must be interpreted cautiously.
The results point to a possible effect of
staffing and organization on hospital nurses’
needlestick risk, but the data presented here
do not permit commentary on specific staffing
levels that are potentially safe or unsafe or on
the nature of the causal relationship involved,
if there is one. We are replicating and extend-
ing these findings with more recent and de-
tailed data in more representative samples of
hospitals. Currently, we are examining survey
data from nurses working in a second nation-
wide sample of 22 hospitals in 1998. Our
most recent data come from surveys com-
pleted in 1999 as part of an ongoing interna-
tional study of nursing organization and hos-
pital outcomes in which 43000 nurses
representing all hospitals in Pennsylvania and
3 Canadian provinces, as well as a sizable
number of institutions in the United Kingdom
and Germany, provided reports similar to
those analyzed here.17

The recent resurgence of interest in errors
and accidents in health care settings heralded
by the Institute of Medicine’s 1999 report To
Err Is Human18 has been characterized by dis-
may regarding the apparent pervasiveness of
quality problems in medical care but also by
an optimism that the incidence of misadven-
tures in health care can be reduced by de-
signing better systems to prevent, detect, and
minimize hazards. Although needlestick in-
juries are not medical errors in the strictest
sense (as discussed in the Institute of Medi-
cine’s report, for instance), they are, like med-
ical errors, adverse events that occur in med-
ical settings, and they have been viewed by
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clinicians and administrators and examined
by researchers similarly. Because needlestick
injuries may serve as a proxy for a broad
range of safety and quality issues, under-
standing the organizational context in which
they occur is potentially very important. Rem-
edying problems with understaffing, inade-
quate administrative support, and poor mo-
rale in hospitals may turn out to be among
the most important steps in building a safer
health care system.
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Objectives. This study estimated national prevalence rates of medication noncom-
pliance due to cost and resulting health problems among adults with disabilities.

Methods. Analyses involved 25805 respondents to the Disability Follow-Back Sur-
vey, a supplement to the 1994 and 1995 National Health Interview Surveys.

Results. Findings showed that about 1.3 million adults with disabilities did not take
their medications as prescribed because of cost, and more than half reported health
problems as a result. Severe disability, poor health, low income, lack of insurance, and
a high number of prescriptions increased the odds of being noncompliant as a result
of cost.

Conclusions. Prescription noncompliance due to cost is a serious problem for many
adults with chronic disease or disability. Most would not be helped by any of the current
proposals to expand Medicare drug coverage. (Am J Public Health. 2002;92:1120–1124)

Prescription Noncompliance due to Cost Among 
Adults With Disabilities in the United States
| Jae Kennedy, PhD, and Christopher Erb, BA

Medicare prescription drug insurance is a re-
current focus of American health policy,1 and
a combination of rapidly escalating drug
costs2 and insurance industry trends3,4 have
again thrust the issue to center stage. One of
the more compelling rationales offered for ex-
panding drug coverage is that affordability
problems have clinical as well as economic
consequences; that is, patients who have diffi-
culty paying for medications are less likely to
take them and can suffer adverse health ef-
fects as a result of noncompliance.5,6 Al-
though this argument has intuitive appeal, no
national data are available on cost-associated
noncompliance, leading commentators to
question both the scope of affordability prob-
lems and the remedies proposed to address
them.7 In the present study, we sought to illu-
minate a critical aspect of the policy debate
by developing the first national prevalence es-
timates of prescription noncompliance due to
cost and resulting health problems among
adults with disabilities, a population known to
be heavy users of health care,8,9 including
prescription drugs.9–11

Medicare recipients with drug coverage are
more likely to fill their prescriptions than
those without coverage.12–14 Total and out-of-
pocket drug costs are heavily skewed toward
individuals with poor health or chronic condi-
tions, even among recipients with drug cover-
age.15 Noncompliance with prescription regi-
mens is a widely recognized clinical
problem,16 particularly in the case of treat-
ment of chronic illnesses such as hyperten-
sion,17 and it has been identified as an impor-
tant predictor of emergency room visits18 and
hospital admissions.19,20 Numerous studies
have linked rates of noncompliance to (1) so-
ciodemographic factors, including age,21–23

sex,17 and race/ethnicity24; (2) socioeconomic
factors, including insurance coverage25 and
out-of-pocket costs18,19; and (3) treatment fac-
tors, including type26 and number of drugs
prescribed27 and complexity of drug regi-

men.21 We examined the relative influences
of these factors on self-reported noncompli-
ance due to cost.

METHODS 

Data Source
The Disability Supplement and the Disabil-

ity Follow-Back Survey (DFS) are special sup-
plements to the National Health Interview
Survey (NHIS), a continuing probability sur-
vey of households representative of the civil-
ian noninstitutionalized population of the
United States.28 The Disability Supplement
was administered to all respondents at the
same time they completed the 1994 and
1995 NHIS core surveys. The DFS was ad-
ministered 6 to 18 months later to respon-
dents who reported impairments, functional
limitations, chronic conditions, or receipt of
disability benefits in the core NHIS surveys
or the Disability Supplement.29 We used data
from the adult supplement, which was admin-
istered to 25805 respondents 18 years or
older with disabilities (about 17% of the
NHIS sample).

Adults selected for the DFS differed from
the general population selected for the NHIS
in predictable ways. They were older (accord-
ing to weighted estimates, 35% of DFS adult
respondents were 65 years or older, com-
pared with 13% of NHIS adult respondents),

had lower incomes (19% of DFS respondents
had incomes at or below the poverty level,
compared with 12% of NHIS respondents),
and were in worse health (69% of DFS adult
respondents rated their health as fair or poor,
compared with 34% of NHIS respondents).

Data Analysis
We used a case–control design to examine

risk factors associated with prescription non-
compliance due to cost. We weighted all data
so that they would be generalizable to the
overall US population. SUDAAN statistical
software was used to account for the clustered
sample design of the NHIS and the lack of in-
dependence in the error terms.30 Unadjusted
and adjusted odds ratios (ORs) were calculated
for demographic (age, sex, race/ethnicity), so-
cioeconomic (income, health insurance cover-
age), and health and disability (self-assessed
health status, severity of activity limitations,
number of prescriptions) factors. Respondents
who were not prescribed any medications and
those who reported that they did not take their
medications as prescribed for reasons other
than cost were omitted from comparisons.

RESULTS

Almost 70% of the disabled adult popula-
tion—about 28 million people—reported hav-
ing been prescribed 1 or more medications
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TABLE 1—Self-Reported Number of
Prescriptions and Compliance Rates
Among US Adults With Disabilities

Estimated No. (%)

Medications prescribed

None 12 161 (30.0)

1–2 12 400 (30.6)

3–5 10 846 (26.8)

6–9 3 961 (9.8)

≥10 1 139 (2.8)

Take medicine(s) as prescribeda

All of the time 24 762 (86.8)

Most of the time 2 576 (9.0)

Some of the time 793 (2.8)

Rarely 210 (0.7)

Never 194 (0.7)

Note. Data are population estimates in 1000s derived
from the National Center for Health Statistics. 29

aAbout 2% of people who had one or more
prescriptions (317 respondents) selected the “don’t
know” response and were omitted from subsequent
analyses.

TABLE 2—Reasons Given by Adults With Disabilities for Noncompliance

Estimated No. (%)

Affordability 1280 (33.9)

Did not refill when ran out owing to cost 898 (23.7)

Use less often than prescribed to stretch out owing to cost 853 (22.6)

Did not get when first prescribed owing to cost 767 (20.2)

Did not get entire prescription filled owing to cost 741 (19.5)

Other 2483 (65.8)

Sometimes forget to use 1789 (47.4)

Don’t use as prescribed because of side effects 926 (24.5)

Don’t use because of perceived lack of need 826 (22.0)

Cannot pick up from drug store or get delivered 125 (3.3)

Total noncomplianta 3798 (100)

Note. Data are population estimates in 1000s derived from the National Center for Health Statistics.29

aCurrently prescribed one or more medications and does not always take as prescribed.

(Table 1), and more than 85% of this group
indicated that they always used their medica-
tions as prescribed. However, an estimated
3.8 million adults reported that they did not
always use their medications as prescribed.
These respondents were asked to select 1 or
more of 8 reasons for their noncompliance
(Table 2). About 1.3 million adults with dis-
abilities cited 1 or more concerns related to
cost (i.e., they did not get their prescription

filled, did not fill their prescription com-
pletely, did not refill their prescription, or
used their medicine less often than prescribed
because of cost). This subset of noncompliant
respondents was the focus of all subsequent
analyses.

Table 3 identifies specific factors associated
with prescription noncompliance due to cost.
Persons with incomes below the poverty level
were at higher risk for cost-associated non-
compliance than were persons with incomes
above the poverty level (OR=1.6; 95% confi-
dence interval [CI]=1.3, 2.0). Uninsured
adults were nearly 4 times as likely to be
noncompliant owing to cost as their counter-
parts with private insurance (OR=3.9; 95%
CI=3.0, 5.1). Adults with private and public
health insurance (i.e., supplemental Medicare
coverage) exhibited relatively low rates of
cost-associated noncompliance (OR=0.7;
95% CI=0.5, 1.0).

Individuals who described their health as
fair or poor were more likely to be noncom-
pliant than were those who rated their health
as good, very good, or excellent (OR=1.4;
95% CI=1.1, 1.7). The relationship between
severity of disability and cost-associated non-
compliance appeared to be curvilinear, with
the highest level of noncompliance among
moderately impaired adults who were limited
in, but did not require assistance with, 1 or
more activities of daily living (OR=1.9; 95%
CI=1.5, 2.5). Disabled adults who were pre-
scribed 3 or more medications were more

likely than those who were prescribed 1 or 2
medications to report cost-associated noncom-
pliance (3–5 medications: OR=1.4; 95%
CI=1.1, 1.7; 6 or more medications: OR=
1.6; 95% CI=1.2, 2.1).

Sex and race/ethnicity appeared to be only
modestly related to cost-associated noncom-
pliance, but there was a strong negative rela-
tionship between age and noncompliance:
younger adults (those aged 18–34 years)
were nearly 10 times more likely to be non-
compliant as a result of cost than were mem-
bers of the oldest cohort (those 75 years or
older; OR=0.1; 95% CI=0.1, 0.2). However,
members of younger cohorts were also less
likely to be prescribed medications.

To clarify this relationship, we plotted the
number of adults with prescriptions and the
proportions reporting cost-associated noncom-
pliance according to age group. Figure 1
shows that prescription rates increased with
age: only 35% of disabled adults aged 18 to
24 years were prescribed medications, in
comparison with 86% of adults aged 65
years or older. Among disabled adults with
prescriptions, rates of cost-associated noncom-
pliance peaked at about 10% for those aged
25 to 44 years and declined sharply in older
age cohorts. Only about 2% of adults aged
65 to 74 years reported cost-associated non-
compliance, and this rate dropped to below
1% among adults 75 years or older.

All noncompliant respondents were asked
whether they had experienced any adverse
health consequences (Table 4). Among those
who were noncompliant owing to cost, more
than half identified 1 or more resulting health
problems. The most common problems in-
volved exacerbation of conditions or symp-
toms; for example, nearly 350000 people re-
ported pain or discomfort resulting from
cost-associated noncompliance. A relatively
small proportion of respondents reported that
noncompliance problems led directly to addi-
tional health care use: an estimated 66000
people had to visit a doctor’s office or emer-
gency room, and about 46000 had to be
hospitalized.

DISCUSSION

Our study showed that about 1.3 million
adults with disabilities reported that the cost
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TABLE 3—Factors Associated With Prescription Noncompliance due to Cost Among Adults
With Disabilities

Estimated No.a Noncompliant Unadjusted Adjusted

(n = 25 836) due to Cost, % OR 95% CI OR 95% CI

Age, y

18–34 2 787 20.8 1.00 1.00

35–44 3 342 10.8 0.99 0.77, 1.27 0.95 0.73, 1.25

45–54 4 022 7.1 0.62 0.49, 0.80 0.59 0.45, 0.78

55–64 4 413 3.6 0.30 0.23, 0.40 0.28 0.20, 0.38

65–74 5 733 2.1 0.17 0.13, 0.24 0.21 0.14, 0.32

≥75 5 539 0.9 0.08 0.05, 0.12 0.10 0.07, 0.16

Sex

Male 10 118 4.2 1.00 1.00

Female 15 718 5.4 1.30 1.10, 1.53 1.20 0.99, 1.44

Race

White 20 481 4.9 1.00 1.00

Hispanic 1 695 3.7 0.75 0.57, 0.99 0.45 0.32, 0.64

Black 2 999 6.4 1.32 1.05, 1.67 0.87 0.65, 1.15

Other 662 4.1 0.84 0.47, 1.50 0.80 0.43, 1.47

Income at or below poverty levelb

No 19 137 4.0 1.00 1.00

Yes 4 167 8.8 2.34 1.94, 2.82 1.59 1.26, 2.02

Health insurancec

Private only 6 993 5.2 1.00 1.00

Public only 7 787 5.3 1.02 0.83, 1.26 1.02 0.77, 1.34

Mix of private and public 9 409 1.6 0.30 0.23, 0.39 0.70 0.49, 0.98

Uninsured 1 548 21.3 4.90 3.87, 6.20 3.90 3.02, 5.05

Health status

Excellent–good 13 863 7.9 1.00 1.00

Fair–poor 11 782 6.0 1.53 1.31, 1.80 1.39 1.13, 1.72

Severity of disabilityd

No activity limitations 11 282 4.2 1.00 1.00

Activity limit only 3 416 7.7 1.91 1.54, 2.37 1.93 1.48, 2.50

Assistance needed 11 138 4.9 1.18 0.98, 1.43 1.28 1.01, 1.63

No. of prescriptions

1–2 11 112 4.9 1.00 1.00

3–5 9 970 4.8 0.98 0.82, 1.17 1.37 1.11, 1.71

≥6 4 751 10.6 1.03 0.81, 1.32 1.62 1.19, 2.19

Note. Data are population estimates in 1000s derived from the National Center for Health Statistics (NCHS).29 OR = odds
ratio; CI = confidence interval.
aTotal includes adults with disabilities who always took their medications as prescribed, plus adults with disabilities who did
not take their medications as prescribed owing to cost concerns (respondents who were noncompliant solely for other
reasons, as well as those who were not prescribed any medications, were omitted from this analysis).
bFamily income data were missing for an estimated 9.8% of respondents and deleted in the multivariate model.
cHealth insurance status based on NCHS recode; ambiguous categories (“private/unknown if public” and “public/unknown if
private”) coded as “private only” or “public only.”
dActivity limitation was assessed in 15 domains: bathing, dressing, eating, toileting, transferring, walking, getting outside, light
housework, heavy housework, transportation, meal preparation, shopping for groceries, managing medications, managing
money, and using the telephone.

of the medicine(s) they were prescribed was
so high that they could not afford to fill or re-
fill their prescriptions or to take their medica-

tion as prescribed. More than half of this
group identified 1 or more potentially serious
and costly health problems that they attrib-

uted to noncompliance. These prevalence fig-
ures are impressive; for several reasons, how-
ever, they probably underestimate the true
scope of drug affordability problems among
people with disabilities.

First, our data did not allow us to estimate
the number of people who take their medica-
tions as prescribed but do so at great personal
cost. For some people with disabilities or
chronic illnesses, limited incomes force a
monthly choice between medication and
food.31 Second, although only recently re-
leased to the research community, the sur-
veys we examined are somewhat dated. Drug
costs have skyrocketed in the period since the
data were collected,2 potentially threatening
the health and economic security of many
more adults with and without disabili-
ties.6,32,33 Third, all compliance data were self-
reported and thus subject to biases associated
with such survey methods.34 Indeed, underre-
porting of noncompliance is such a widely
recognized problem26 that many researchers
use independent verification strategies such
as pill counts35 and electronic monitoring.36

Despite these limitations, our analysis
raises some provocative research and policy
questions. As might be expected, income and
insurance status were strong predictors of
noncompliance due to cost. The magnitude of
the insurance differences, however, was strik-
ing; after other risk factors had been con-
trolled, disabled adults without insurance
were nearly 4 times more likely than those
with private insurance to report medication
noncompliance due to cost.

The finding that people who were in poorer
health or who took more medications were
also at higher risk of cost-associated noncom-
pliance was consistent with previous research.
However, the curvilinear relationship found
between severity of disability and noncompli-
ance due to cost merits further investigation.
The relatively lower rate of noncompliance
among Hispanic adults with disabilities was
unanticipated, and additional research is
clearly needed to verify this relationship.

Our most remarkable finding from a public
policy perspective was that cost-associated
noncompliance was concentrated primarily in
younger cohorts. This result seems to contra-
dict much of the recent political commentary
on drug affordability, although other studies
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FIGURE 1—Number of disabled adults who had prescriptions and proportions noncompliant
owing to cost, by age group.

TABLE 4—Reported Health Problems Attributed to Medication Noncompliance due to Cost
Among Adults With Disabilities

Estimated No. (%)

Experienced one or more problems owing to noncompliance 672 (52.5)

Pain or discomfort 349 (27.2)

Condition for which medicine prescribed got worse 267 (20.9)

Dizziness or fainting 159 (12.4)

Change in blood pressure, breathing, or other vital signs 154 (12.0)

Disorientation 93 (7.3)

Had to go to the doctor or emergency room 66 (5.2)

Other condition(s) got worse 64 (5.0)

Had to be admitted to the hospital 46 (3.6)

Overdose or withdrawal 37 (2.9)

Drug reaction 35 (2.8)

Other 152 (11.9)

Total noncompliant owing to cost 1280 (100)

Note. Data are population estimates in 1000s derived from the National Center for Health Statistics.29

have also revealed a negative relationship be-
tween age and compliance.21,22 Additional re-
search is needed, however, before we would
concur with the conclusion of Park et al. that,
in terms of medication compliance, “older is
wiser.”23

Indeed, at least for the population of adults
with disabilities, the more appropriate adage
might be “younger is poorer” (or, at least,
“younger is less likely to be insured”). Most of
the 1.3 million disabled adults identified in
this study would not be helped by any of the
current proposals to expand Medicare drug
coverage, because only 27% received Medi-
care. If this population were included in the

policy debate and ways were found to in-
crease prescription drug coverage for all
adults with chronic illnesses and disabilities,
much of the exacerbation of symptoms and
conditions found in this study—and many of
the associated health care expenditures—
could be avoided.
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Objectives. This study determined to what extent lesbian, gay, bisexual, and transgender
(LGBT) populations have been studied over the past 20 years of public health research.

Methods. From MEDLINE English-language articles on human subjects published be-
tween 1980 and 1999, I identified articles that included LGBT individuals. The abstracts
were analyzed with a coding procedure that categorized the content by topic, sexual ori-
entation, and race/ethnicity.

Results. LGBT issues were addressed by 3777 articles, or 0.1% of all Medline arti-
cles; 61% of the articles were disease-specific, and 85% omitted reference to race/eth-
nicity. Research unrelated to sexually transmitted diseases addressed lesbians and
gay men with similar frequency, whereas bisexual persons were less frequently con-
sidered, and the least amount of research focused on transgender individuals.

Conclusions. Findings supported that LGBT issues have been neglected by public
health research and that research unrelated to sexually transmitted diseases is lack-
ing. (Am J Public Health. 2002;92:1125–1130)

Twenty Years of Public Health Research: Inclusion of 
Lesbian, Gay, Bisexual, and Transgender Populations
| Ulrike Boehmer, PhD

tute of Medicine report on lesbian health,1

regularly point to the lack of representative,
population-based data on LGBT individuals.
In the absence of adequate data, LGBT re-
search is frequently hindered by methodolog-
ical issues, such as defining, measuring, and
sampling of LGBT populations.1,2 The lack of
uniform definitions and measures for LGBT
persons, such as behavior, identity, and de-
sire,12,13 and of different sampling strategies
severely limits the generalizability of study re-
sults.14 Recognizing that existing LGBT stud-
ies may suffer from these limitations, one
might wonder how often researchers have ac-
tually been able to collect data on LGBT pop-
ulations and publish the results. Accordingly,
the objective of this study was to determine
the extent to which LGBT issues have been
addressed in public health research and the
contexts in which LGBT populations have
been studied over the last 20 years.

METHODS

The National Library of Medicine contains
3822822 citations of articles based on stud-
ies with human subjects and published in
English between 1980 and 1999. The goal

was to determine how many of these studies
specified the inclusion of LGBT individuals.
With the same restrictions, a MEDLINE key-
word search for the years 1980 to 1999 was
conducted on Ovid on January 19, 2001.
“Gay,” “lesbian,” “bisexual,” “sexual orienta-
tion,” “sexual identity,” “bisexuality,” “homo-
sexuality, male,” “homosexuality, female,”
“transgender,” “transsexual,” “transvestite,”
“cross-dresser,” and “hermaphrodite” were
used as key words. The abstracts of articles
that fulfilled these requirements were down-
loaded and their content analyzed with a 3-
step coding procedure:

1. The first coding step distinguished be-
tween disease-specific and non-disease-
specific articles. The abstracts’ contents were
then summarized into broad areas that de-
scribed a cluster of research topics.

2. The second coding step determined
whether the abstract mentioned lesbian, gay,
bisexual, or transgender individuals.

3. The third coding step focused on the
race/ethnicity of the study population. Socio-
economic position of the study population was
not coded, because data on this variable typi-
cally were either missing or poorly delineated.

Despite increased interest in lesbian, gay, bi-
sexual, and transgender (LGBT) populations’
health as a legitimate focus of scientific
study, public health research has not been
systematically reviewed to identify the extent
to which LGBT issues have been addressed.
Historically, public health researchers have
not recognized LGBT persons as a popula-
tion with distinct health issues outside a
framework of sexual deviance or sexually
transmitted diseases (STDs). Before the
1980s, most studies that addressed LGBT
populations focused on the etiology of homo-
sexuality1 or on mental disorders because
homosexuality was classified as such until
1973.2–4 In the 1980s, a new virus, later
known as HIV, was initially recognized to
occur among gay men.5,6 Research on HIV
and AIDS incorporated measures of same-
sex behaviors to assess “risk behaviors.”7,8 In
the 1990s, influenced by social movement
advocacy, debate arose over whether lesbi-
ans’ risk factors for developing breast cancer
might be higher compared with those of het-
erosexual women.1,9

This focus on diseases that are of relevance
to LGBT individuals developed into the rec-
ognition that LGBT populations are diverse
communities with disparate health concerns.
Hence, a systematic review of LGBT research
also must identify gaps in knowledge regard-
ing diverse sectors of LGBT populations in re-
lation to behaviors, race/ethnicity, and socio-
economic position. This review is crucial to
inform adequately the goals set for LGBT
health in documents such as Healthy People
2010: Understanding and Improving Health10

and its companion document on LGBT
health, which addresses these populations
more fully.11

Documents that strive to identify solutions
to LGBT populations’ health concerns, such
as Healthy People 2010 and the 1999 Insti-
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TABLE 1—Distribution of Articles That
Considered Lesbian, Gay, Bisexual, and
Transgender Populations (N=3777), by
Content, Sexual Orientation, and
Race/Ethnicity

n %

Type of content

Disease 2285 60.5

Nondisease 1492 39.5

Sexual orientationa

Lesbian 1043 27.6

Gay 3027 80.1

Bisexual women 352 9.3

Bisexual men 1486 39.3

Transgender 346 9.2

Race/ethnicity

Omitted 3212 85.0

Included 565 15.0

aMore than 1 sexual orientation can be addressed in
a single article. Therefore, the number of lesbian, gay,
bisexual, and transgender articles adds up to more
than 3777 and more than 100%.

To maximize the available data, all types of
studies were considered, with the exception
of letters that commented on research previ-
ously published. The first level of coding dis-
tinguished between articles that focused on
specific medical conditions and those that did
not. All articles that related their content to a
specific disease were coded as “disease fo-
cused,” even if their subject matter was psy-
chosocial rather than biomedical. The impli-
cation of this coding rule was that caregiving
was coded as disease-specific if the investiga-
tion was in the context of taking care of peo-
ple with HIV or AIDS. An article on the care-
giving burden of LGBT persons was non-
disease-specific if it was not investigated in
the context of a specific disease.

Mental disorders listed in the Diagnostic
and Statistical Manual of Mental Disorders,
Fourth Edition (DSM-IV),15 were coded as dis-
ease-specific, with 1 exception. Diverging
from the DSM-IV classification of “gender
identity disorder,” articles on transgender
identity were coded as non-disease-specific re-
search on identity rather than a mental disor-
der. Continued examination of the data,
reevaluation of codes, and refinement of cod-
ing rules led to the development of themes or
broad areas that grouped non-disease-specific
studies into clusters of research topics.

The second level of coding on sexual orien-
tation and transgender identity led to the ex-
clusion of articles that did not mention LGBT
individuals in their abstracts. Because no
agreed-on measure of sexual orientation ex-
ists and researchers often do not define sex-
ual orientation,14 coding of sexual orientation
was not limited to specific definitions such as
behavior, identity, or desire. Similarly, “trans-
gender” had been added only recently to the
lesbian, gay, and bisexual terminology, and
the definition of transgender identity is evolv-
ing.2,16 Over the years, different terms have
been used; therefore, abstracts that men-
tioned transsexuals, transvestites, cross-
dressers, or hermaphrodites were coded as
“transgender.”

Other coding rules evolved empirically. Ab-
stracts referring to homosexual persons or ho-
mosexuality were coded as “gay” and “les-
bian.” Those that mentioned sexual
orientation without specifying gender were
coded as “lesbian,” “gay,” “bisexual women,”

and “bisexual men.” Gay patients were coded
as “gay.” Furthermore, articles in which LGBT
populations were only marginally addressed
were included. This rule led, for instance, to
the inclusion of articles that focused on het-
erosexual women but mentioned bisexual
men in the context of heterosexual women’s
sexual risk behavior.

Because many abstracts provided incom-
plete descriptions of the study population
with respect to racial/ethnic categories, cod-
ing of race/ethnicity was limited to either
“race omitted” or “race reported.” Research
mostly lacked a definition of race as a biolog-
ical, socioeconomic, or sociocultural con-
struct.17 Thus, the code “race reported” was
not restricted to a specific definition of race/
ethnicity and did not distinguish between
self-reported and observed race/ethnicity.

RESULTS

The search of the MEDLINE database gen-
erated 4537 citations published between
1980 and 1999, which represented 0.1% of
all articles recorded in MEDLINE. From the
initial 4537 citations, 760 were excluded on
the basis of the following criteria: (1) an ab-
stract was not available, despite extensive ef-
forts by the author to locate and review arti-
cles at various libraries; (2) they were letters
in response to previously published articles;
and (3) abstracts did not mention LGBT pop-
ulations. The remaining abstracts of 3777 ar-
ticles (0.1% of MEDLINE articles) were suit-
able for analysis with the 3-step coding
procedure.

Table 1 provides summary information on
the 3 categories by which the 3777 articles
were coded. The majority of articles—2285
(61%)—were coded as disease-specific. Most
articles focused on gay men (80%), followed
by bisexual men (39%). Lesbians, bisexual
women, and transgender persons, as a group,
were included in 46% of the articles. Most ar-
ticles (85%) omitted the racial/ethnic back-
ground of LGBT individuals.

Table 2 lists the topics of the 3777 articles
organized into broad research areas. The vast
majority of the 2285 disease-specific articles
focused on STDs, particularly HIV and AIDS.
Disease-specific research also occurred in the
broad areas mental disorders and cancer. Ar-

ticles on mental disorders focused mostly on
addiction, followed by various psychiatric dis-
orders, including schizophrenia and bipolar
and mood disorders. Fifteen articles on sexual
dysfunction included erectile dysfunction,
dyspareunia, and compulsive sexual behavior.
A cluster of 36 articles focused on various
cancers, whereas 23 articles covered various
diseases, subdivided into 8 infectious and 15
noninfectious diseases.

The content analysis of 1492 non-disease-
specific articles was summarized into 7 broad
areas. Most articles addressed identity, sexual
behavior, and desire of LGBT populations.
These articles considered the development of
LGBT identity, including sexual choices and
behaviors, relationships, coming-out issues,
and aging, as well as body image and physiol-
ogy, including gender-related surgery. The
second largest research area consisted of 312
articles that focused on the etiology of sexual
orientation and transgender identity, includ-
ing research on the sexual orientation of sib-
lings and twins and comparisons of hormonal
levels between LGBT individuals and hetero-
sexual individuals. The 207 articles on the
health care of LGBT persons addressed pro-
viders’ attitudes and cultural competency; the
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TABLE 2—Articles That Considered Lesbian, Gay, Bisexual, and Transgender Populations,
by Content Areas (N=3777; 100%)

Disease-Specific Content Areas Non-Disease-Specific Content Areas

Sexually transmitted diseases 2108 (55.8%) Identity, sexual behavior, or desire 490 (13.0%)

AIDS, including opportunistic infections 1958 Identity, including gender or sexual identity 245

Sexually transmitted diseases other than AIDS 150 Relationship 66

Mental disorders 118 (3.1%) Sexual behavior 51

Addiction, alcohol or drug 53 Coming out 39

Mental illness, including personality disorder 32 Aging 21

Sexual dysfunction 15 Physiology and body image 68

Pedophilia 10 Etiology 312 (8.3%)

Eating disorder 8 Neuroscience or endocrinology 141

Cancer 36 (1.0%) Genetics and birth order 94

Anal cancer 16 History of homosexuality 47

Breast cancer 6 Various etiologic theories 30

Cervical cancer 3 Health care 207 (5.5%)

Ovarian cancer 3 Provider attitudes or patient-provider 126

Kaposi sarcoma (not AIDS related) 2 Health needs and utilization 81

Squamous cell cancer 2 Family 87 (2.3%)

Unspecified cancer 2 Parenting 61

Sertoli cell tumor 1 Reproduction 26

Nephroblastoma 1 Attitudes 75 (2.0%)

Various diseases 23 (0.6%) Measuring attitudes toward lesbian, gay, bisexual, and transgender 29

Infectious diseases 8 populations

Viral or bacterial infections 3 Attitudes in educational institutions 15

Fungal infection 1 Images or stereotypes of lesbian, gay, bisexual, and transgender persons 18

Gastrointestinal diseases 4 Change in attitudes toward lesbian, gay, bisexual, and transgender persons 7

Noninfectious diseases 15 Attitudes held by lesbian, gay, bisexual, and transgender individuals 6

Heart disease 3 Risk factors 70 (1.9%)

Menstrual disorders 2 Risky sexual behavior 26

Respiratory disease 2 Risky health behaviors 15

Immune disorders 2 Suicide 17

Osteoporosis 1 Prostitution 8

Diabetes 1 Stress due to minority status 4

Breast disease 1 Violence 52 (1.4%)

Benign tumor 1 Assault 20

Ovarian disease 1 Sexual abuse 16

Urethritis 1 Domestic violence 13

Various forms of violence 3

Miscellaneous topics 199 (5.3%)

Arts, literature 62

Rights, legal aspects 27

Community and lesbian, gay, bisexual, and transgender culture 27

Methodology 21

Freudian theory 21

Religion or church 15

Gay and lesbian studies 6

Conversion therapy 5

Career 4

Social network 2

Caregiving 2

Articles on singular topic 7
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TABLE 3—Distribution of Articles That Considered Lesbian, Gay, Bisexual, and Transgender 
Populations, by Specific Content Areas, Year of Publication, and Sexual Orientationa

1980–1984 1985–1989 1990–1994 1995–1999

L G BW BM T L G BW BM T L G BW BM T L G BW BM T

Sexually transmitted disease 2 42 2 24 0 13 262 11 213 1 37 715 24 475 10 64 955 47 453 9

Mental disorder 7 15 0 2 4 5 15 2 5 0 19 21 2 9 2 25 28 7 11 2

Cancer 0 0 0 0 4 0 3 0 3 2 0 3 0 2 3 9 11 4 9 0

Identity 33 47 10 9 33 51 60 11 24 35 59 72 16 18 40 85 97 28 30 32

Etiology 16 19 4 5 25 19 19 3 4 32 34 44 16 15 30 70 93 31 31 39

Health care 11 11 1 1 1 21 18 3 2 2 52 38 11 11 4 86 72 46 42 7

Family 10 5 0 0 0 16 9 1 0 1 10 6 0 0 0 38 13 3 3 1

Attitudes 4 6 0 0 1 5 6 1 1 0 18 17 2 2 0 36 37 8 7 0

Risk factors 0 1 0 0 1 1 9 0 2 4 6 17 4 8 0 17 34 9 13 3

Violence 0 1 0 0 0 2 4 0 0 0 11 14 3 5 1 19 26 7 8 0

Note. L = lesbian; G = gay; BW = bisexual women; BM = bisexual men; T = transgender.
aMore than 1 sexual orientation can be addressed in a single article. Therefore, the number of lesbian, gay, bisexual, and transgender articles adds up to more than 3777.

patient–provider relationship; health needs of
LGBT individuals; and their experiences with
the delivery of health services. Family issues
included parenting of and by LGBT individu-
als; alternative insemination; and adoption.
“Attitudes” as a topic included measuring atti-
tudes toward LGBT populations; attitudes in
educational institutions; images and stereo-
types of LGBT individuals; identification of
people as LGBT; change in attitudes toward
LGBT persons; and attitudes held by LGBT
persons. Seventy articles focused on various
risk factors, including risky sexual behaviors
such as the lack of condom use. “Risky health
behaviors” included research on smoking. Sui-
cide, prostitution, and stress due to minority
status among LGBT people are other topics
among the category “risk factors.” “Violence”
was another area of research, including hate
crimes, rape, incest, and domestic violence;
52 articles addressed violence.

Table 3 provides more detail on the 10 con-
tent areas of research, separating them by sex-
ual orientation and years of publication. Al-
though the number of articles in all areas
increased with time, articles on STDs showed
the biggest increase and focused predomi-
nantly on gay and bisexual men. Initially, re-
search on mental disorders and cancer fo-
cused more often on gay men than on
lesbians, but both were addressed with some-
what equal frequency in the 1990s. Among
non-disease-focused articles, lesbian, gay, and

transgender individuals were addressed in ar-
ticles on identity and etiology more frequently
than bisexual persons were. Research on
health care focused predominantly on lesbians
and gay men and less on bisexual and trans-
gender persons. Family is the only content
area that addressed lesbians more frequently
than any other group. Research on attitudes,
risk factors, and violence tended to focus
more frequently on lesbians and gay men
than on bisexual and transgender persons.

Table 4 presents all articles by sexual ori-
entation and years of publication. It indicates
differences in the proportion of research on
each group and also after the exclusion of
2108 articles on STDs that focused predomi-
nantly on gay and bisexual men, as presented
in Table 3. Comparisons of each group’s pro-
portion of articles between the first 5 years
(1980–1984) and the last 5 years (1995–
1999) of the study show the change in re-
search attention on each group. The propor-
tion of articles on lesbians and on transgen-
der persons decreased by 5% and 22%,
respectively. In contrast, the proportion of ar-
ticles on gay men increased by 25%, on bi-
sexual men increased by 20%, and on bisex-
ual women increased by 5%. After research
on STDs was excluded, the largest gain in re-
search attention was among lesbians; articles
on lesbians increased by 20%. Research at-
tention on gay men, on bisexual women, and
on bisexual men increased by 16%, 15%, and

15%, respectively, whereas research attention
on transgender persons decreased by 21%.

The same calculations were performed
with regard to race/ethnicity (data not
shown). Between 1980 and 1984, 20 (7.8%)
of 256 articles specified race/ethnicity, and
between 1995 and 1999, 274 (16.1%) of
1707 articles specified LGBT persons’ race/
ethnicity. After articles on STDs were ex-
cluded, 16 (7.7%) of 207 articles specified
race/ethnicity between 1980 and 1984, and
74 (10.4%) of 709 articles did so between
1995 and 1999. Thus, reporting of study
subjects’ race/ethnicity between the first 5
years (1980–1984) and the last 5 years
(1995–1999) increased by a factor of 2,
whereas reporting of race/ethnicity increased
by only a factor of 1.3 among articles on non-
STD-related topics. Therefore, the increase in
recognition of subjects’ race/ethnicity was
driven mostly by STD-focused research.

DISCUSSION

LGBT persons are estimated to constitute
between 1% and 10% of the total popula-
tion.12 Only 3777 articles, the equivalent of
0.1% of the MEDLINE database, focused on
LGBT individuals over the past 20 years.
This indicates that public health research ne-
glected these populations and that LGBT per-
sons are underrepresented as explicit research
subjects.



July 2002, Vol 92, No. 7 | American Journal of Public Health Boehmer | Peer Reviewed | Research and Practice | 1129

 RESEARCH AND PRACTICE 

TABLE 4—Distribution of Articles That Considered Lesbian, Gay, Bisexual, and Transgender 
Populations, by Sexual Orientation and Years of Publicationa

1980–1984 1985–1989 1990–1994 1995–1999 Total All Years
n (%) n (%) n (%) n (%) N (%)

Lesbian 88 (34.4) 148 (25.2) 301 (24.6) 506 (29.6) 1043 (27.6)

Gay 152 (59.4) 419 (71.3) 1012 (82.5) 1444 (84.6) 3027 (80.1)

Bisexual women 18 (7.0) 38 (6.5) 90 (7.3) 206 (12.1) 352 (9.3)

Bisexual men 43 (16.8) 263 (44.7) 557 (45.4) 623 (36.5) 1486 (39.3)

Transgender 71 (27.7) 82 (13.9) 92 (7.5) 101 (5.9) 346 (9.2)

Total 256 (100) 588 (100) 1226 (100) 1707 (100) 3777 (100)

After exclusion of 2108 articles on sexually transmitted diseases

Lesbian 86 (41.5) 135 (45.6) 264 (57.8) 442 (62.3) 927 (55.5)

Gay 110 (53.1) 157 (53.0) 297 (65.0) 489 (69.0) 1059 (63.5)

Bisexual women 16 (7.7) 27 (9.1) 66 (14.4) 159 (22.4) 265 (15.9)

Bisexual men 19 (9.2) 50 (16.9) 82 (17.9) 171 (24.1) 324 (19.4)

Transgender 71 (34.3) 81 (27.4) 82 (17.9) 92 (13.0) 326 (19.5)

Total 207 (100) 296 (100) 457 (100) 709 (100) 1669 (100)

aMore than 1 sexual orientation can be addressed in a single article. Therefore, the number and percentage of lesbian, gay,
bisexual, and transgender articles add up to more than the total.

The classification of articles by topic
showed that 56% of the research on LGBT
persons was disease-specific in the context of
STDs. In particular, 52% of the research was
disease-specific in the context of HIV or
AIDS. Subsequently, the coding of articles by
sexual orientation appears to indicate a gen-
der gap, in that most articles focused on gay
and bisexual men (80% and 39%, respec-
tively). After the exclusion of STD-focused ar-
ticles, this gender gap was greatly reduced.

Emerging in the 1980s, AIDS brought visi-
bility to LGBT persons as a population with
specific health concerns. One would expect
that thereafter LGBT health concerns other
than STDs would be examined. For example,
some evidence suggests that LGBT individu-
als have a higher prevalence of known risk
factors for heart disease,1,2 the leading cause
of mortality in the United States.10 Behavior
changes are targeted as primary prevention of
heart disease in the general population.10

Without public health research that explores
heart-healthy lifestyle interventions in the
context of sexual orientation and transgender
identity, cardiovascular risk factors may not
be reduced among LGBT persons.

It is unknown how many researchers at-
tempted to move the focus of LGBT research
to non-STD-related research topics, but fund-

ing was 1 major barrier that prevented a
broadening of LGBT health research. A re-
view of lesbian-, gay-, and bisexual-related
National Institutes of Health funding indi-
cated that, since 1982, $20 million annually
was spent on HIV-focused research, com-
pared with an average of $532000 annually
between 1974 and 1992 on lesbian, gay, and
bisexual research unrelated to HIV.18

In the 1990s, the LGBT communities publi-
cized AIDS and breast cancer as 2 major
health threats to LGBT populations.9 How-
ever, the review of the MEDLINE database
did not reflect such notoriety, because only 6
articles on breast cancer were found—fewer
than expected, considering the attention on
breast cancer by LGBT communities and the
national media. Without restricting MEDLINE
to LGBT persons, using only “breast cancer”
as a key word, breast cancer citations indexed
in MEDLINE more than doubled from the
1980s to the 1990s—from 10258 to 26554
articles—which coincided with an increase in
funding for breast cancer research in the
1990s.19 Yet the expansion of breast cancer
research neglected lesbians and bisexual
women. Requiring the inclusion—or at least a
justification of the exclusion—of sexual orien-
tation and transgender identity, as the Na-
tional Institutes of Health’s Revitalization Act

mandated for women and minorities,20–22

would raise researchers’ awareness and may
be necessary to remedy the underrepresenta-
tion of LGBT populations in research.

The lack of knowledge about health prob-
lems of LGBT persons is further compounded
with regard to race/ethnicity: 85% of the
studies did not report race/ethnicity. Race/
ethnicity has been shown to affect incidence,
likelihood of survival, and mortality rates of
many health problems. The omission of race/
ethnicity is an important shortcoming within
LGBT research because dual minority status—
sexual and racial/ethnic—affects illness, health
needs, and behaviors.

In addition, the duality of socioeconomic
and LGBT status affects health and mediates
its perceptions. The reviewed LGBT popula-
tion–related abstracts provided only sparse,
inconsistent information that did not allow
even a basic coding of abstracts as reporting
vs not reporting socioeconomic position. This
lack of complete, uniform data is a major limi-
tation of this review but is consistent with
public health data, which mostly lack concep-
tually valid measures of socioeconomic
status.23,24 Another limitation of this analysis
is its restriction to abstracts rather than arti-
cles to handle the sheer volume of studies.
Some abstracts could potentially misrepresent
the content of studies, but publishers gener-
ally urge authors to write abstracts that sum-
marize their studies comprehensively, which
made the coding of abstracts a reasonable ap-
proach. Another study limitation is the restric-
tion to MEDLINE. Several journals that ei-
ther exclusively or frequently focus on LGBT
health are excluded from the MEDLINE
database, suggesting the possibility that this
review represents LGBT health only as re-
flected in 1 mainstream database and not the
state of LGBT health research.

The finding that most LGBT research is re-
lated to STDs raises questions about the
framework of lesbian-, gay-, bisexual-, and
transgender-related public health research
and points to the dominance of a biomedical
paradigm that narrowly understands LGBT
health in relation to sexual behavior. This re-
duction of LGBT individuals to their “differ-
ent” sexuality needs to be expanded to in-
clude the recognition of sexual orientation
and transgender identity as cultural and social



American Journal of Public Health | July 2002, Vol 92, No. 71130 | Research and Practice | Peer Reviewed | Boehmer

 RESEARCH AND PRACTICE 

categories that shape all health experiences. A
new framework that incorporates social and
cultural categories will advance public health
knowledge and research practice related to
LGBT populations and will encompass the ra-
cial/ethnic and socioeconomic diversity of
LGBT populations as well. 
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Objectives. This study compared factors known or hypothesized to influence depres-
sive symptomatology in a community sample of lesbians and heterosexual women.

Methods. Data were collected in a multisite survey of lesbians’ physical and mental
health.

Results. Findings confirmed earlier reports suggesting that traumatic life events such
as physical and sexual abuse, and individual traits and coping styles are risk factors for
depressive distress. However, findings of higher rates of suicidal behavior and of sev-
eral risk factors for depressive distress among lesbians suggest that risk for depres-
sion may differ among lesbians and heterosexual women.

Conclusions. Sexual orientation may represent an important but poorly understood risk
factor for depressive distress as well as suicidal ideation and behavior. (Am J Public
Health. 2002;92:1131–1139)

Prediction of Depressive Distress in a Community 
Sample of Women: The Role of Sexual Orientation
| Alicia K. Matthews, PhD, Tonda L. Hughes, PhD, RN, Timothy Johnson, PhD, Lisa A. Razzano, PhD, and Roberta Cassidy, MS, RN

crimination experiences, and chronic stress
associated with being a member of a stigma-
tized minority group.30,35–38

The aims of the present study were to
(1) compare indicators of depressive distress
among lesbians and a demographically
matched sample of heterosexual women and
(2) examine the relationships of several hy-
pothesized or known predictors with depres-
sive distress in lesbians and heterosexual
women. Such information is important in un-
derstanding risk factors for depression among
lesbians and for identifying interventions that
address these risks.

METHODS

Study Design and Data Collection
Data were collected as part of a study initi-

ated by the Chicago Lesbian Community Can-
cer Project (LCCP) in 1992. The study began
in Chicago and was replicated in Minneapo-
lis–St Paul, Minn, and New York City during
1994 through 1996. The goal was to gather
information on the general health status as
well as behavioral and environmental health
risks of lesbians. The study was designed to
obtain a diverse sample of women who relate
sexually or affectionally (or both) with
women.

As a means of reaching the broadest possi-
ble range of women, the survey instrument

was distributed in a variety of formal and in-
formal lesbian venues (e.g., potluck dinners;
discussion groups; bookstores; softball and
bowling leagues; coffee houses; college social,
support, therapeutic, musical, and political
groups and organizations). In addition, lesbian
participants were recruited through numerous
informal social networks. Individual and group
settings were used to collect survey data.

Each lesbian who completed the question-
naire was instructed to give a second, color-
coded copy to a female friend, acquaintance,
or colleague whose work role (including stu-
dent, homemaker, or retiree) was as similar as
possible to her own. In the Chicago survey,
we did not specify that the “work-role coun-
terpart” selected be heterosexual. Given the
less-than-optimal results (a sample consisting
of only about half as many heterosexual
women as lesbians), instructions provided in
the Minnesota and New York surveys speci-
fied that the work-role counterpart be a
woman whom the lesbian knew or presumed
to be heterosexual.

Unlike respondents at the other 2 sites, les-
bian respondents in New York City were
given a small incentive of $15 for completing
the survey and for recruiting a work-role
counterpart; heterosexual work-role counter-
parts were given $10 for completing the sur-
vey. In addition, representatives of harder-to-
reach lesbian groups who agreed to act as

Studies have consistently shown that rates of
depression among women are twice as high
as those among men.1–5 Reported rates of
lifetime risk for depression among women in
the general US population range between
10% and 25%, with point prevalence rates in
community samples ranging from 5% to
9%.6–8 Risk factors for depression include ge-
netic, biochemical, and hormonal factors9,10;
family history11,12; previous depressive epi-
sodes8; chronic general medical conditions13;
personality style or coping strategies14; nega-
tive life events associated with poverty5; psy-
chosocial events or stressors15; and substance
dependence.8

Numerous studies suggest that risk factors
unique to women contribute substantially to
sex differences in depression.5 These factors
include women’s roles and status,16 female
sex role socialization,17,18 presence of depen-
dent children,19 lower socioeconomic status
relative to men,20 and victimization experi-
ences (e.g., childhood sexual abuse,21 physical
or sexual violence, battering by an intimate
partner, marital and acquaintance rape, sex-
ual harassment22–28). Although considerable
knowledge about the sex correlates of depres-
sion in the general population has been
amassed,3,4,12 the applicability of this knowl-
edge to lesbians is unknown.29,30

LESBIANS AND DEPRESSION

Despite a paucity of data on depression
among lesbians, this group generally is
thought to be at greater risk for depression
than are heterosexual women.30–34 In addi-
tion to risk factors shared with heterosexual
women (e.g., relationship status and satisfac-
tion, divorce or dissolution of an intimate re-
lationship, perceived lack of or low social sup-
port from friends and family), lesbians are
believed to be affected by additional, unique
risk factors, including the coming out process,
level of disclosure of sexual orientation, dis-
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TABLE 1—Data Collection Sites, Study Years, and Sample Sizes

Site Years No. of Lesbians No. of Heterosexual Women Total

Chicago 1994–1995 273 134 407

Minneapolis–St Paul 1994–1995 160 67 227

New York 1995–1996 117 78 195

Total 550 279 829

distributors of the survey were paid $5 for
each completed survey they returned.

These strategies resulted in a more racially
diverse sample and a larger proportion of het-
erosexual respondents in New York than at
the other 2 survey sites. Lesbians and work-
role counterparts were given instructions to
complete and return the survey in person or
by mail in a preaddressed, postage-paid enve-
lope. As a means of preserving anonymity, no
code numbers or other identifying data were
included on the questionnaires. Because we
wished the participants to remain anonymous,
we were unable to calculate precise response
rates. However, on the basis of the number of
questionnaires distributed and returned at
each of the sites, we estimated that the overall
response rate was approximately 48%.

The data presented here were derived
from the combined Chicago, New York, and
Minneapolis–St Paul samples. Table 1 dis-
plays the numbers of lesbian and heterosex-
ual respondents at each of the sites. It should
be noted that the samples differed according
to location of data collection on several im-
portant characteristics, including age, race, ed-
ucation, and income level (for a more detailed
description of the sample and site differences,
see Hughes et al.39). For example, the New
York sample was older and more racially di-
verse, had lower levels of formal education,
and had a higher median income level than
the Chicago and Minnesota samples (Ps≤ .05).

The site differences just described consti-
tuted both a limitation and a strength of the
data set. On the one hand, these differences,
as well as their influence on other variables,
might be obscured by combining the samples.
On the other hand, the combined sample was
more heterogeneous and thus more represen-
tative of lesbians and heterosexual women
overall. Other advantages of combining the
sample included greater variability in re-

sponses, a larger sample size, and the ability
to detect smaller differences.

Measures
The study questionnaire addressed a broad

range of areas that influence women’s mental
and physical health, including personal health
history (e.g., general, menstrual, gynecologic
health), health-related practices (e.g., diet,
health screening, alternative health practices
such as acupuncture), mental health (e.g., phys-
ical and sexual abuse, use of psychotherapeutic
medications), use of legal and illegal sub-
stances, access to and use of health and mental
health services, relationships and supports, and
demographic characteristics. In addition, the
survey instrument included questions about
sexual attraction and sexual behavior, on the
basis of which orientation was defined.

The definition of sexual orientation used in
the present analyses was based on responses
to 2 survey questions regarding (1) current
sexual interest or attraction and (2) sexual be-
havior in the year preceding the survey. Both
questions included the following response cat-
egories: “only men,” “mostly men,” “equally
men and women,” “mostly women,” and “only
women.” The question concerning sexual be-
havior also included the category “I have not
had sex in the past year.” We created 3 cate-
gories of sexual orientation—lesbian, bisexual,
and heterosexual—by summarizing the combi-
nations of responses to these 2 questions.

Approximately two thirds of the women
(n=550; 62%) were categorized as lesbians;
279 (32%) were categorized as heterosexuals,
and 33 (4%) were classified as bisexuals. In
the remaining cases, respondents were not
classified because responses to the attraction
and behavior questions were missing or incon-
sistent (n=19; 2%). These individuals, along
with women categorized as bisexual, were
omitted from the analyses presented here.

Dependent Variables
Because the study questionnaire did not in-

clude a standardized measure of depression,
4 indicators of depressive distress were ex-
plored: history of therapy for an emotional or
mental health problem, history of therapy or
counseling for depression or use of an antide-
pressant medication, suicidal ideation, and
suicide attempts.

History of therapy/counseling. As a means of
assessing history of mental health service use,
respondents were asked whether they had
“ever received therapy or counseling for an
emotional or mental health problem.” Re-
spondents also were asked to indicate reasons
for seeking mental health services.

Treatment for depression. Past history of de-
pression was assessed via participants’ re-
sponses to 2 questions focusing on depression
as a reason for seeking counseling and past
use of antidepressant medication. Responses
to these questions were combined and coded
(0=response of no to both questions, 1=re-
sponse of yes to at least one of the questions).

Suicidal ideation. Another potential indica-
tor of past depression or other mental health
problems is suicidal thoughts. Respondents
were asked to report whether they “had ever
seriously considered committing suicide at
some time in the past.”

Suicide attempts. The final indicator of de-
pressive distress used in the study was history
of suicide attempts. Respondents were asked
“Have you ever tried to kill yourself?” Those
who reported having made at least 1 suicide
attempt were asked how old they were when
the attempt(s) occurred.

Predictors of Depressive Distress
Potential predictors of depressive distress

were selected on the basis of known or hy-
pothesized risk factors for depression and in-
cluded history of physical violence and sexual
abuse, level of stress, social support, and cop-
ing strategies.

Physical violence. As a means of assessing
history of physical violence, participants were
asked “Have you ever been the victim of non-
sexual physical violence?”

Childhood sexual abuse. Rates of childhood
sexual abuse were calculated via participants’
responses to the question, “Has anyone ever
forced you to engage in any form of sexual
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TABLE 2—Respondent Demographic
and Socioeconomic Characteristics

Lesbians Heterosexuals
(n = 550), (n = 279),
No. (%) No. (%)

Age, y

< 30 53 (10) 44 (16)

31–40 187 (34) 89 (32)

41–50 186 (34) 82 (30)

51–60 88 (16) 36 (13)

> 60 31 (6) 25 (9)

Education

High school or less 79 (15) 46 (17)

Some college 263 (48) 132 (48)

Advanced degree 204 (37) 98 (36)

Annual income, $

< 10 000 35 (6) 20 (7)

10 000–20 999 77 (14) 27 (10)

30 000–35 999 160 (29) 72 (26)

36 000–50 999 121 (22) 55 (20)

51 000–75 999 89 (16) 47 (17)

> 76 000 66 (12) 56 (20)

Ethnicity

African American 75 (14) 42 (15)

Caucasian 418 (76) 200 (72)

Other 57 (10) 29 (10)

Relationship status

Single 102 (24) 55 (25)

In a committed 280 (66) 39 (18)

relationship

Married 37 (9) 118 (53)

Employment status

Full time 409 (75) 202 (72)

Part time 88 (16) 46 (17)

Unemployed 37 (7) 16 (6)

Retired 14 (3) 8 (3)

Disabled 11 (2) 4 (1)

Note. Numbers on which percentages were based vary
because of missing data on some variables.

activity that you didn’t want?” A subsequent
question asked how old the respondent was
when this incident occurred. Although the
more common definition of childhood sexual
abuse is forced sexual activity before the age
of 18 years,40 questions included in the sur-
vey did not permit separation of women who
reported that they had experienced forced
sex between 15 and 19 years of age. Thus,
only women who indicated that they had ex-
perienced unwanted sex before the age of 15
years were scored positively on the childhood
sexual abuse measure (1=yes, 0=no).

Perceived level of stress. Level of current
stress was assessed on the basis of responses
to a 4-point Likert scale item (0=no stress,
3=high stress). Percentage agreement scores
were calculated.

Global stress index. A composite stress
index was created through summing re-
sponses to 18 different potential sources of
stress (e.g., money, work, family) and the per-
ceived intensity ratings (0=none, 3=ex-
treme) associated with each source. The re-
sultant global stress index (GSI) was a
continuous variable ranging from 0 to 54
(α=0.83). Higher scores on the index re-
flected a greater number as well as a greater
severity of stressors.

Lack of social support. Participants were
asked to indicate “significant” sources of so-
cial support. Those who indicated no sources
of such support were assigned a code of 0; all
others were assigned a code of 1, indicating
that they perceived themselves as having at
least 1 source of social support.

Coping strategies. Studies suggest that use
of a combination of emotion-focused and
problem-focused coping strategies in response
to stress is associated with improved psycho-
logical adjustment.41,42 As a means of explor-
ing the relationship between the use of sev-
eral coping responses and depressive distress,
respondents were asked to rate their use of
the following positive coping strategies on a
4-point Likert scale (0=never, 3=often): talk-
ing about a problem, doing something fun,
confronting the problem, and exercising.

A continuous measure ranging from 0 to
12 (mean=3.4, SD=1.9; α=0.51) was cre-
ated through summing responses to the 4
coping strategies. Higher scores were associ-
ated with more frequent use of positive cop-

ing strategies in response to stressful life
events. Finally, respondents were asked how
often they become “overly emotional” in re-
sponse to stress. Responses to the 4-point Lik-
ert scale (0=never, 3=often) were calculated
as a percentage agreement score.

Data Analyses
Univariate statistical techniques were used

to generate frequency distributions (measures
of central tendency and dispersion); t tests
were used to test for differences between con-
tinuous variables. Chi-square analyses and
Pearson product–moment correlation coeffi-
cients revealed simple bivariate associations
between indicators of depressive distress and
selected predictor variables. A series of logis-
tic regression analyses was conducted to ex-
plore the unique associations of the indepen-
dent variables with the 4 indicators of
depressive distress. In logistic regression mod-
els, history of therapy, history of treatment for
depression, history of suicidal ideation, and
history of suicide attempts measures were
coded 1 to indicate a positive response and 0
to indicate the absence of such a response.

With the exception of 2 variables, all pre-
dictors included in the regression analyses
were coded as either continuous or dummy
variables. Perceived levels of current stress
and emotionality during stress were measured
with 4-point Likert-type scales. Analyses were
conducted initially with the ordinally scaled
measures and then with sets of dummy coded
variables. The second set of analyses pro-
duced monotonic trends across the dummy
variables, suggesting that the findings were
consistent with the first set of analyses. There-
fore, to conserve degrees of freedom and re-
duce the number of odds ratios (ORs) re-
ported, we included these 2 variables in the
analyses as ordinal measures. All significant
differences reported exceeded the .05 proba-
bility level.

RESULTS

Sample
Table 2 presents demographic characteris-

tics of the 829 (550 lesbian and 279 hetero-
sexual) respondents included in the analyses.
The average age of participants was 43 years
(SD=10.8). The majority of the women tak-

ing part were White (74%), were married or
involved in a committed relationship (66%),
had more than a high school education
(84%), and were employed full time for pay
(73%). The median household income range
for both lesbians and heterosexual women
was $36000 to $50999.

Indicators of Depressive Distress
Past use of therapy or counseling. The ma-

jority of lesbians (78%) reported that they
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TABLE 3—Study Predictor Variables, by Sexual Orientation

Lesbians (n = 550) Heterosexuals (n = 279)

Dependent variable, No. (%)

Ever received therapy 429 (78)** 157 (56)

Ever treated for depression 284 (58) 109 (52)

Suicidal ideation 280 (51)** 104 (38)

Suicide attempts 91 (22)* 22 (13)

Predictor variable

Childhood sexual abuse, No. (%) 165 (30)** 45 (16)

Physical abuse, No. (%) 246 (45) 114 (41)

Moderate or extreme stress level, No. (%) 461 (85) 229 (83)

Emotionality in response to stress (sometimes or often), No. (%) 367 (68%) 207 (75%)

Global stress index, mean (SD) 16 (6.8) 17 (7.0)

Positive coping strategies, mean (SD) 3.3 (1.8) 3.5 (1.9)

Note. Numbers on which percentages were based vary because of missing data on some variables. Scores on the GSI range
from 0–54, with higher scores reflecting both greater number and severity of life stressors. Positive coping strategies scores
range from 0–12, with higher scores representing more frequent use of a variety of positive coping strategies in response to
stress.
*P ≤ .01; **P ≤ .001.

had “received therapy or counseling for an
emotional or mental health problem” at
some point in their life (Table 3). This rate
was significantly higher than that among het-
erosexual women (56%; χ2

1 =43.3, P ≤
.001). However, rates of current therapy or
counseling did not differ for lesbians (38%)
and heterosexual women (30%; χ2

1 =2.98,
not significant).

Treatment for depression. Similar percent-
ages of lesbians (56%) and heterosexual
women (49%) reported that they had sought
therapy or counseling for depression. Twenty-
six percent of lesbians and 20% of heterosex-
ual women reported that they had been pre-
scribed medication for a mental or emotional
problem. Among those who had received
medication, 68% of lesbians and 75% of het-
erosexual women reported taking an antide-
pressant medication at some point. The ma-
jority of women who reported seeking help
for sadness or depression (83%) also re-
ported receiving antidepressants. More than
half of the total sample of lesbians (58%) and
heterosexual women (52%) reported at least
one of these 2 indicators of past treatment for
depression.

Suicidal ideation and suicide attempts. Signif-
icant differences were found between lesbians
and heterosexual women in regard to reports
of whether they had seriously considered

committing suicide and whether they had ac-
tually attempted suicide in the past. Fifty-one
percent of lesbians and 38% of heterosexual
women reported seriously considering suicide
at some point in the past (P≤ .001). Most sui-
cide attempts among women in this study oc-
curred between the ages of 15 and 29 years.
More than twice as many lesbians as hetero-
sexual women in this age group reported sui-
cide attempts (P≤ .01).

Predictors of Depressive Distress
Physical and sexual abuse. Although lesbians

and heterosexual women were equally likely
to report that they had been victims of non-
sexual physical violence (45% and 41%, re-
spectively), significantly more lesbians (30%)
than heterosexual women (16%) reported ex-
periencing childhood sexual abuse (P≤ .001).
Because our analyses included only women
who had experienced forced sex before the
age of 15 years (rates were 45% and 41%, re-
spectively, of all lesbians and heterosexual
women who reported any unwanted sex),
these rates probably underestimate the num-
ber of lesbians and heterosexual women who
actually experienced childhood sexual abuse.

Global stress. Overall mean scores on the
global stress index were in the lower range
and did not differ according to sexual orienta-
tion. Mean stress index scores were 17 (SD=

7.0) for heterosexual women and 16 (SD=
6.8) for lesbians (t823 =0.573, NS).

Perceived stress. No differences were found
between the lesbians and heterosexual
women in terms of level of perceived stress.
The majority of lesbians (85%) and hetero-
sexual women (83%) reported moderate to
extreme levels of perceived stress (χ2

3 =1.1,
NS). The only statistically significant differ-
ences in sources of stress for lesbians and het-
erosexual women involved children (χ2

4 =58,
P<.001) and sexual identity (χ2

4 =72, P<
.001); more heterosexual women rated chil-
dren as moderately or extremely stressful,
and more lesbians rated sexual identity as
moderately or extremely stressful.

Perceived support. Differences were ob-
served between lesbians and heterosexual
women in terms of perceived lack of support.
More heterosexual women (6%) than lesbians
(3%) reported an absence of social support
(χ2

1 =5.5, P≤ .01).
Coping strategies and response to stress.

Overall, use of positive coping strategies was
low among both lesbians and heterosexual
women (mean of 3.4 on the 12-point mea-
sure, SD=1.9). Whereas similar (and rela-
tively low) percentages of lesbians (7%) and
heterosexual women (6%) reported talking or
reasoning out feelings during times of stress,
lesbians were more likely to report never
using talking as a coping strategy (46% vs
37%; χ2

3 =9.6, P<.05).
Moreover, fewer lesbians (19%) than het-

erosexual women (25%) reported doing
something fun when they were stressed
(χ2

3 =7.4, P=.06) or using exercise as a cop-
ing strategy (36% vs 43%). Only 7% of les-
bians and 8% of heterosexuals reported con-
fronting situations directly. A higher
percentage of heterosexual women (75%)
than lesbians (68%) reported becoming
overly emotional in response to stress, but
this difference was not statistically significant
(χ2

3 =4.6, P >.05).

Multivariate Predictor Models
of Depressive Distress

Only variables significantly related to at
least 1 of the indicators of depressive distress
in the bivariate analyses were included in the
multivariate analyses. Demographic character-
istics retained included education level (0=
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TABLE 4—Pooled Logistic Regression Analyses: Correlates of Depressive Distress

Ever Received Therapy (n = 795) Treated for Depression (n = 778) Suicidal Ideation (n = 775) Suicide Attempts (n = 778)

OR 95% CI OR 95% CI OR 95% CI OR 95% CI

Education level 2.05 1.05, 2.09*** 1.41 1.11, 1.79** 1.00 0.708, 1.14 0.622 0.447, 0.866*

Race 1.41 1.13, 1.75** 1.83 1.42, 2.38*** 0.810 0.596, 1.10 0.900 0.708, 1.14

Sexual orientation 2.93 2.04, 4.21*** 1.74 1.24, 2.45*** 1.78 1.27, 2.50*** 2.15 1.25, 3.69**

Childhood sexual abuse 1.87 1.18, 2.98** 1.52 1.04, 2.22* 2.48 1.71, 3.61*** 2.41 1.52, 3.84***

Physical abuse 1.89 1.30, 2.75** 1.65 1.19, 2.29** 2.52 1.83, 3.47*** 2.60 1.61, 4.19***

Global stress index 1.05 1.02, 1.08** 1.07 1.04, 1.09* 1.05 1.02, 1.08*** 1.00 0.969, 1.04

Current stress 1.48 1.05, 2.09* 1.49 1.08, 2.05* 1.11 0.820, 1.52 0.995 0.653, 1.51

Positive coping skills 1.06 0.98, 1.15** 1.04 0.987, 1.10 0.996 0.940, 1.05 0.952 0.877, 1.03

Emotionality 0.58 0.48, 0.74*** 1.70 1.36, 2.14*** 1.38 1.11, 1.71** 1.52 1.11, 2.09**

Note. OR = odds ratio; CI = confidence interval.
*P < .05; **P < .01; ***P < .001.

high school or less, 1=some college or bach-
elor’s degree, 2=professional or advanced
degree), ethnicity (0=non-White, 1=White),
and sexual orientation (0=heterosexual, 1=
lesbian). Other variables retained were history
of physical and sexual abuse (0=no, 1=yes),
global stress index score (0–54), emotionality
during stress (0=never, 3=often), perceived
level of current stress (0=none, 3=extreme),
and use of positive coping strategies (12-point
measure).

Table 4 presents the odds ratios and corre-
sponding confidence intervals for each of the
independent predictors of the 4 indicators of
depressive distress. The first model tested the
relationship between history of therapy or
counseling for a mental health problem and
the 9 predictor variables. An evaluation of
the overall model against a constant-only
model produced a statistically reliable result
(χ2

9 =173.70, P<.001). As a set, the predic-
tors reliably distinguished between women
who had participated in counseling for a men-
tal health problem and those who had not
(log-likelihood=−784.52, df=9).

Overall prediction rates were modest
(75%); the model successfully identified more
of the women who had participated in coun-
seling for a mental health problem than of
those who had not. Significant independent
predictors of lifetime use of therapy or coun-
seling were higher education level, White
race/ethnicity, lesbian sexual orientation,
higher global stress index score, history of
childhood sexual abuse or physical abuse,

high current stress levels, greater use of posi-
tive coping strategies, and more frequent
emotionality during stress.

The second model tested the relationship
between the treatment for depression mea-
sure and our study predictors. An evaluation
of the overall depression model with all 9
predictors against a constant-only model pro-
duced a statistically reliable result (χ2

9 =
154.35, P ≤ .001). As a set, the predictors re-
liably distinguished between women who
had received treatment for depression and
those who had not (log-likelihood= −921.46,
df=9).

Although overall prediction rates were
modest (69%), the model successfully identi-
fied more of the women who had received
treatment for depression than of those who
had not. Significant independent predictors of
having received treatment for depression were
higher education level, White race/ethnicity,
lesbian sexual orientation, higher global stress
index score, history of childhood sexual abuse
or physical abuse, high current stress levels,
and more frequent emotionality during stress.

The next model tested the overall good-
ness of fit between the predictor variables
and history of suicidal ideation. As a set, the
predictors reliably distinguished between
women with and without histories of suicidal
ideation (χ2

9 =141.59, P ≤ .001; log-
likelihood=−928.28, df=9). Again, overall
prediction rates for this model were modest
(69%). On the basis of the 9 predictor vari-
ables, success rates were 61% for identifying

women with a history of suicidal ideation
and 75% for identifying women with no
such history. Lesbian sexual orientation, his-
tory of physical violence or of childhood sex-
ual abuse, higher global stress index score,
and more frequent emotionality in response
to stress were the strongest predictors of sui-
cidal ideation.

The final model tested predictors of history
of suicide attempts. A test of the full model
was statistically reliable (χ2

9=82.05, P≤ .001),
indicating that the predictors, as a set, reliably
distinguished between women with a history
of suicide attempts and those without such a
history (log-likelihood=−526.19, df=9). Pre-
diction was better for nonattempters (99%);
only 10% of attempters were correctly pre-
dicted, resulting in an overall success rate of
88%. As can be seen in Table 4, lower educa-
tion level, lesbian sexual orientation, history of
physical violence or of childhood sexual
abuse, and more frequent emotionality in re-
sponse to stress were independent predictors
of past suicide attempts.

To investigate the possibility that one or
more of the variables may have confounded
or otherwise influenced the association be-
tween sexual orientation and our measures of
depressive distress, we conducted additional
logistic regression analyses using block entry
of variables. The first block included sexual
orientation; the second block included educa-
tion level and ethnicity; the third block in-
cluded perceptions of high current stress, his-
tory of physical violence or of childhood
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TABLE 5—Logistic Regression Analyses: Separate Models for Lesbians and Heterosexual Women

Ever Received Therapy Treated for Depression Suicidal Ideation Suicide Attempts

Lesbians Heterosexuals Lesbians Heterosexuals Lesbians Heterosexuals Lesbians Heterosexuals
(n = 528) (n = 267) (n = 528) (n = 267) (n = 528) (n = 267) (n = 525) (n = 267)

OR 95% CI OR 95% CI OR 95% CI OR 95% CI OR 95% CI OR 95% CI OR 95% CI OR 95% CI

Education 2.0 1.4, 2.8*** 2.1 1.4, 3.3*** 1.3 1.0, 1.7* 1.7 1.1, 2.6** 0.92 0.69, 1.2 1.3 0.87, 1.9 0.67 0.46, 0.99* 0.55 0.28, 1.0

Race 1.7 1.3, 2.3*** 1.0 0.77, 1.5 1.4 1.1, 1.9** 1.2 0.86, 1.7 0.82 0.63, 1.0 0.95 0.67, 1.3 0.80 0.59, 1.0 1.0 0.60, 1.9

Childhood sexual abuse 2.3 1.2, 4.2** 1.1 0.51, 2.5 1.4 0.94, 2.2 1.7 0.84, 3.8 2.5 1.6, 3.8*** 2.5 1.2, 5.4** 2.4 1.4, 4.1*** 1.9 0.66, 5.7

Physical abuse 2.3 1.4, 3.9*** 1.3 0.76, 2.4 1.7 1.1, 2.5** 1.3 0.77, 2.4 2.1 1.4, 3.1*** 3.5 1.9, 6.2*** 2.9 1.7, 5.1*** 2.0 0.75, 5.6

Global stress index 1.1 1.0, 1.1** 1.0 1.0, 1.1* 1.0 1.0, 1.1*** 1.1 1.0, 1.1*** 1.0 1.0, 1.1** 1.0 1.0, 1.1** 1.0 0.96, 1.0 0.98 0.92, 1.0

Current stress 1.0 0.69, 1.6 2.5 1.4, 4.5*** 1.3 0.94, 2.0 1.8 1.0, 3.2* 1.2 0.86, 1.8 0.88 0.51, 1.5 0.96 0.59, 1.5 1.5 0.64, 3.8

Positive coping 1.0 0.93, 1.1 1.1 1.0, 1.2* 1.0 0.95, 1.1 0.98 0.87, 1.1 1.0 0.92, 1.1 0.90 0.79, 1.0 0.89 0.80, 1.0 0.97 0.79, 1.1

Emotionality 0.61 0.44, 0.81*** 0.53 0.35, 0.79** 0.54 0.41, 0.70*** 0.72 0.48, 1.0 0.65 0.50, 0.85*** 0.95 0.63, 1.4 0.59 0.42, 0.85** 1.1 0.57, 2.2

Note. OR = Odds ratio; CI = confidence interval.
*P < .05; **P < .01; ***P < . 001.

sexual abuse, and global stress index score;
and the final block included coping responses
and emotionality in response to stress. Blocks
2, 3, and 4 represented potential confound-
ers, mediators, and moderators, respectively.
Inclusion of covariates had no impact on the
direction or magnitude of the main effects of
sexual orientation on any of the dependent
variables (data not shown). Given these re-
sults, we used simultaneous entry of predictor
variables in all subsequent analyses.

To determine the relative influence of each
of the predictor variables on the indicators of
depressive distress for lesbians in comparison
with heterosexual women, we conducted sepa-
rate regression analyses for the 2 groups. Pre-
dictor variables were entered simultaneously
for each of the models. As shown in Table 5,
similar patterns were found for the predictors
in our pooled analyses and in the analyses run
separately by sexual orientation. However, sig-
nificant independent predictors and the
strength of the association between the predic-
tors and the dependent variables differed in
the lesbian and heterosexual models.

The model predicting suicide attempts
showed the greatest variability. Consistent
with the pooled model shown in Table 4,
lower education level, history of childhood
sexual abuse or of physical abuse, and more
frequent emotionality in response to stress
were all significant predictors of suicide at-
tempts among lesbians. However, none of the
independent variables tested were significant

predictors of suicidal attempts among hetero-
sexual women (χ2

8 =10.0, NS).
Finally, we estimated interaction effects

using the pooled data for each of our 4 mod-
els of depressive distress. Only the interaction
between ethnicity and sexual orientation pre-
dicting lifetime use of therapy or counseling
was significant: White lesbians were more
likely to have ever participated in therapy
(OR=0.42, P<.05). In addition, an interac-
tion was observed between perceived stress
level and sexual orientation, indicating that
perception of stress is a stronger predictor of
lifetime use of therapy or counseling for het-
erosexual women than for lesbians (OR=1.6,
P<.05).

DISCUSSION

Studies of lesbians’ mental health have his-
torically been characterized by methodolog-
ical limitations such as small, homogeneous
samples; inconsistent or absent definitions of
sexual orientation; and lack of comparison
groups of heterosexual women. The present
study addressed several of these limitations
by collecting data from lesbians in 3 geo-
graphic locations and by asking lesbian partic-
ipants to assist in the recruitment of a hetero-
sexual comparison group. These methods
produced a large and relatively diverse group
of lesbians as well as a heterosexual compari-
son group that was demographically very sim-
ilar to the lesbians.

Obtaining large probability samples of les-
bians that can be compared with women
from the general population is both difficult
and expensive. In the absence of such sam-
ples, the method used in this study provides
the most rigorous comparison because it “con-
trolled” for many of the demographic and life
experiences—other than sexual orientation—
that might have influenced the dependent
variables.43 As a result, differences found be-
tween lesbians and heterosexual women in
this study can more confidently be attributed
to sexual orientation.

The differences in rates of suicidal ideation
and in suicide attempts between lesbians and
heterosexual women are particularly striking.
Among our respondents, 51% of lesbians, in
comparison with 38% of heterosexual
women, reported that they had seriously con-
sidering committing suicide at some time in
the past. Almost all of the suicide attempts oc-
curred between the ages of 15 and 29 years,
and lesbians in this age group were twice as
likely as heterosexual women to have at-
tempted suicide. Similar findings were re-
ported in the National Lesbian Health Care
Survey.31

Earlier analyses of the multisite data de-
scribed here39 revealed that although the ma-
jority of both lesbians and heterosexual
women who had sought therapy or counsel-
ing had done so in their 20s or 30s, more of
the lesbians than of the heterosexual women
had sought therapy or counseling during
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these years (P≤ .001). There were no differ-
ences between lesbians and heterosexual
women in terms of therapy use rates during
their 40s, 50s, and 60s. Furthermore, les-
bians were significantly more likely than het-
erosexual women to report problems related
to sexual identity, suicidal feelings, sexual
abuse, and alcohol and other drugs as rea-
sons for seeking therapy or counseling.39

Younger lesbians may be at increased risk
for using alcohol and other drugs to self-
medicate against the anxiety and depression
associated with accepting a stigmatized iden-
tity. In addition, because many lesbians begin
to question their sexual identity or “come
out” in their teens or 20s,44 these age groups
may be at a particularly high risk for depres-
sion, suicide, or both.

Women who have experienced sexual or
physical violence are more likely than women
who have not been abused to suffer from psy-
chological problems, including suicide at-
tempts, major depression, dissociative disor-
ders, and alcohol and other drug abuse.45–47

Epidemiological studies have shown that 15%
to 33% of adult women report childhood sex-
ual abuse.47,48 Rates of childhood sexual
abuse in our combined sample reached the
upper limits of rates reported in one of these
studies.48

The rates of childhood sexual abuse among
lesbians found in our study were significantly
higher than those found among heterosexual
women and about the same as rates reported
for women in the general population. Suicidal
ideation and suicide attempts (as well as the
depression measure included in the study)
were strongly associated with childhood sex-
ual and physical abuse. Women with histories
of sexual or physical abuse were 2 to 3 times
more likely to have had thoughts of killing
themselves and to have acted on these
thoughts. Past traumatic experiences, such as
sexual or physical abuse, may add to the vul-
nerability of young lesbians, who may be
grappling with issues related to coming out,
and may increase the risk of suicide.

Because this was a convenience sample,
the high rates of childhood sexual abuse may
reflect sample bias. The lesbians who chose to
participate in our study may have been more
likely to have had difficult or traumatic expe-
riences, including childhood sexual abuse, or

may have been more likely to report such ex-
periences. The higher rates of childhood sex-
ual abuse among lesbians may also be attrib-
utable to lesbians’ greater willingness to
acknowledge and report this experience.

Studies have consistently shown that a ma-
jority of lesbians report past use of therapy or
counseling.31,49,50 Therapy experiences may
increase lesbians’ comfort with acknowledg-
ing both their sexual identity and other stig-
matized statuses or experiences such as child-
hood sexual abuse (T.L. Hughes, T. Johnson,
and S.C. Wilsnack, unpublished data, 2002).
Nevertheless, the high rates observed of child-
hood sexual abuse, suicidal ideation, and sui-
cide attempts have important implications for
clinicians who treat lesbians, particularly
younger lesbians and those in the early stages
of coming out.

The regression analyses conducted in this
study showed a clear, direct, and independent
association of sexual orientation with the 4
indicators of depressive distress. However,
with the exception of suicide attempts, the
pattern of associations between predictor var-
iables and depressive distress did not vary by
sexual orientation. These findings suggest that
although the models tested included factors
that are indeed associated with depressive
distress, other factors not included in our
models may also in part account for the asso-
ciation between sexual orientation and de-
pressive distress. For example, self-esteem, in-
ternalized homophobia, level of social
support, and religious attitudes and beliefs
may be important variables that moderate or
mediate the relationship between sexual ori-
entation and depressive distress.

Sexual orientation appears to be an impor-
tant potential risk factor in women’s experi-
ences of depressive distress. However,
whether this risk is conferred through the
long-term or chronic stress associated with
membership in a stigmatized minority group
or through more time-limited stressful life cir-
cumstances, such as those associated with
coming out as lesbian, is not yet clear. More
research is needed if there is to be a better
understanding of risk factors for depression
among lesbians. It is also important to exam-
ine factors unique to lesbians that may be
protective, such as higher levels of educa-
tion51 and use of therapy.31,50 Lesbians in this

study, as has been true of those in a number
of other investigations, reported high rates of
therapy and counseling. Use of mental health
services may moderate the psychological con-
sequences of coming out as a member of a
stigmatized minority group or the conse-
quences of other traumatic life events such as
childhood sexual abuse.

Limitations
This study addressed some of the limita-

tions of previous research on lesbians’ mental
health by exploring the role of sexual orienta-
tion in depressive distress, more systemati-
cally defining sexual orientation, and includ-
ing a more appropriate heterosexual
comparison group.43 Despite these strengths,
several important limitations must be noted.

First, because the findings were derived
from a nonrandom, convenience sample, their
generalizability is limited. In addition, al-
though efforts were made to increase minor-
ity participation in the study, only limited suc-
cess was achieved in recruiting women of
color. Provision of monetary incentives for
completing the survey and participation of Af-
rican American and Hispanic lesbians in as-
sisting with recruitment substantially im-
proved the representation of these groups at
the New York site, suggesting that such meth-
ods are important for increasing the participa-
tion of racial/ethnic minorities in other stud-
ies of lesbian health.

Second, the indicators of depressive dis-
tress included in this study did not assess du-
ration or intensity of symptoms. History of
therapy or counseling as an indicator of psy-
chological distress may be confounded by is-
sues related to access to mental health serv-
ices and may underestimate actual rates of
depressive distress among the women in our
study. This may be especially true among Af-
rican Americans, a group showing a consis-
tent pattern of underuse of formal mental
health services.52,53

In previous analyses of data from the Afri-
can American lesbians in the present sample,
we found rates of suicidal ideation and sui-
cide attempts that were similar to those re-
ported for lesbians in the overall sample, but
somewhat lower rates of therapy or counsel-
ing (T.L. Hughes, A. Matthews, L. Razzano, F.
Aranda, and A. Haas, unpublished data,
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2002). Larger studies involving standard defi-
nitions and sufficient numbers of racial/ethnic
minority women are needed to more fully ex-
plore depressive distress among lesbians.

Finally, because data for this study were
collected at one point in time, we were un-
able to assess the temporal order of the de-
pendent and independent variables. Longitu-
dinal studies are needed to more accurately
identify the particular variables that predict
depressive distress.

Conclusions
The findings of this study support earlier

reports suggesting that traumatic life events,
such as physical and sexual abuse, and life
stress are risk factors for depressive distress in
women. In addition, our findings suggest that
sexual orientation may represent an impor-
tant but poorly understood risk factor for de-
pressive distress, especially suicidal behavior.
Consistent with recent recommendations of
the Institute of Medicine,54 findings presented
here contribute to a better understanding of
the full range of female experience and to
greater knowledge about associations be-
tween sexual orientation and mental health
outcomes. Such information is important if
treatment planning and service provision for
women are to be effective.
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Objectives. This study assessed factors related to chlamydial infection among young
men in the United States.

Methods. Data were from interviews of nationally representative samples of 470 men
aged 18 to 19 years (teenagers) and 995 men aged 22 to 26 years (young adults) and
from urine specimens tested by means of polymerase chain reaction.

Results. Although a majority of the men reported occasional unprotected intercourse,
only a minority perceived themselves to be at risk for contracting a sexually transmit-
ted disease (STD). Chlamydial infection was detected in 3.1% of the teenagers and
4.5% of the young adults. A minority of those infected had symptoms or had been
tested for STDs; very few had been diagnosed with STDs.

Conclusions. Chlamydial infection is common but usually asymptomatic and undiag-
nosed. Primary and secondary prevention efforts should be increased, particularly
among young adult men. (Am J Public Health. 2002;92:1140–1143)

Risk Behaviors, Medical Care, and Chlamydial Infection 
Among Young Men in the United States
| Leighton Ku, PhD, MPH, Michael St. Louis, MD, Carol Farshy, BS, Sevgi Aral, PhD, Charles F. Turner, PhD, Laura D. Lindberg, PhD, and Freya

Sonenstein, PhD

Primary prevention of sexually transmitted
diseases (STDs) involves adopting safer sexual
behaviors, whereas secondary prevention in-
volves detecting and treating infected persons
to reduce transmission to sexual partners. Our
study examined Chlamydia trachomatis (re-
ferred to here as “chlamydial infection”)
among young men for the purpose of making
recommendations for improving primary and
secondary prevention of the disease. We
based our examination on the National Sur-
veys of Adolescent Males (NSAM).

METHODS

NSAM included two surveys: a 1995 na-
tionally representative survey of 1729 men
aged 15 to 19 years (which had a 75% re-
sponse rate)1 and a 1988 nationally represen-
tative survey of 1880 men aged 15 to 19
years (which had a 74% response rate).2 Sev-
enty-five percent of the respondents to the
1988 survey were reinterviewed in 1995.

Data for the teenaged sample were col-
lected from 470 men aged 18 to 19 years
who were part of the 1995 survey; data for
the young adult sample were collected from
995 men aged 22 to 26 years who were part
of the 1988 survey and who were reinter-
viewed in 1995. Both the teenaged and the
young adult sample weights depend on the
original sample probabilities and on poststrati-
fication adjustments made to correspond with
census data. The young adult sample weights
also include longitudinal adjustments to com-
pensate for attrition between 1988 and 1995.

Respondents were interviewed about their
background, behaviors, and attitudes. They
then completed self-administered question-
naires about sensitive topics, including STD
symptoms. After the interview and question-
naire were completed, respondents older than
18 years were asked for a urine specimen.
They were informed that the specimen would
be tested for STDs and not for drugs and that

positive cases would be reported to health de-
partments where legally required.3 Respon-
dents received $10 to $20 for the interview
and an additional $10 to $20 for the speci-
men. Some interviews were conducted by
telephone; in these cases, urine specimens
were not collected.

After urine specimens were collected, they
were packed in ice, frozen, and shipped
overnight (still packed in ice) to the Centers
for Disease Control and Prevention (CDC) for
analysis. Commercial polymerase chain reac-
tion (Amplicor, Roche Diagnostic Systems)
was used to test the specimens for chlamydial
infection.4 All positive cases were confirmed
by ligase chain reaction; there were no discor-
dant positives.

Laboratory results were not available for all
respondents. Results were unavailable for 382
of the 1377 young adult respondents (28%);
14% were unavailable for logistical reasons
(primarily because interviews were conducted
by telephone, but also because of shipping
damage, etc.) and 14% were unavailable be-
cause of respondent refusal. Results were un-
available for 108 of the 578 teenaged respon-
dents (18%), 6% for logistical reasons and
12% because of respondent refusal.

We conducted extensive analyses to deter-
mine whether the missing data caused nonre-
sponse biases.5 Respondents for whom labo-

ratory results were missing were not at higher
risk for chlamydial infection than were those
for whom results were present. Using multiple
imputation methods,6,7 we determined that
the nonresponse bias was negligible. We used
actual laboratory results in our analyses of
the young adult respondents and teenaged re-
spondents. All analyses were weighted and
adjusted to take into account the complex
sampling design.

RESULTS

STD Risk Behaviors and Perceived Risk
Three fourths of the teenagers and nine

tenths of the young adults surveyed were sex-
ually active (Table 1). Three fourths of the
sexually active teenagers had engaged in at
least 1 act of unprotected sexual intercourse
during the past year. Among the young adults,
three fourths of those who were single and
sexually active and almost all of those who
were married or cohabiting had engaged in
unprotected intercourse during the past year.

Only 15% of the teenagers reported having
3 or more sexual partners during the past
year; the rate was two times higher for Black
teenagers than for non-Black teenagers. One
third of the single, sexually active young
adults, but few of the married or cohabiting
young adults, reported having 3 or more part-
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TABLE 1—STD Behaviors, Perceptions, Symptoms, Testing, and Diagnosis Among US Teenaged 
and Young Adult Men

Men Aged 18–19 Years Men Aged 22–26 Years

Sexually Married or Single,
All Black Non-Black Active All Black Non-Black Cohabiting Sexually Active

Unweighted sample sizea 470 139 331 357 995 371 624 356 543

Sexual behaviors

Had sex with female during past year 73.4% 85.6% 71.4%* 100.0% 88.6% 91.2% 88.2% 99.2% 100.0%

Had any unprotected sex during past year 54.9 60.7 54.0 73.3 77.3 78.5 77.1 98.2 76.4***

Had 3 or more female partners during past year 14.9 27.8 12.8*** 20.3 18.0 29.3 16.0*** 3.7 33.6***

Had sex with high-risk partner during past yearb 2.9 4.6 2.7 3.9 6.8 13.6 5.6*** 6.4 7.3

STD perceptions

Believes he is at some risk for STDs 40.7 37.1 41.3 42.2 26.4 33.6 25.2* 12.7 39.9***

Believes last sexual partner is at some risk for STDsc 24.7 27.1 24.3 24.7 16.1 14.6 16.4 4.8 25.2***

STD symptoms

Ever had STD symptomsd 20.3 25.4 19.5 21.9 20.9 31.5 19.1*** 17.0 22.1

Had STD symptoms during past year 7.4 14.9 6.2* 8.4 8.2 11.4 7.7 6.1 8.5

Health access

Has health insurance 78.1 83.2 77.3 77.9 74.1 74.3 74.1 76.1 71.8

Had physical exam during past year 67.6 68.0 67.6 67.2 55.3 63.5 53.8** 56.9 59.0*

STD testing

Had STD test during past year 15.8 36.2 12.6*** 19.4 17.3 32.0 14.8*** 15.6 21.1**

Had STD test during past year (among those symptomatic) 25.6 56.4 13.8** 30.1 33.5 53.9 28.7* 29.8 46.5

STD diagnosis

Medical professional said he had an STD during past year 2.7 13.7 1.0*** 3.7 1.6 5.7 0.9*** 0.4 2.8**

Told he had an STD during past yeare 11.4 35.7 0.3*** 12.4 8.1 15.9 5.4** 1.8 12.1

Note. Significance tests compare levels for Black vs. non-Black men among the 18–19 year olds and for Black vs. non-Black and for married/cohabiting vs. single sexually active men among 22–26 year olds.
aSample sizes are unweighted; all other estimates are weighted.
bDefined as having had sexual intercourse with a prostitute or an injection drug user or having had anal or oral sex with a male.
cAmong those sexually active.
dSymptoms include burning on urination or abnormal genital discharge.
eAmong those with STD test.
*P < .1; **P < .05; ***P < .01.

ners during the past year. Only 3% of the
teenagers reported having sexual intercourse
with a high-risk partner during the past year;
the percentage was twice as high for young
adults.

Although most of the sexually active teen-
agers and young adults had unprotected in-
tercourse during the past year, only two fifths
felt themselves to be at some risk for contract-
ing an STD. Fewer believed that their female
partners were at risk; one fourth of both the
sexually active teenagers and the single young
adults believed that their last female partner
was at some risk for contracting an STD.

Symptoms and Medical Care
About one fifth of both the teenagers and

the young adults reported ever having had

symptoms related to chlamydial infection,
whereas 8% or fewer had had symptoms dur-
ing the past year. Whether the respondents
were sexually active was not significantly re-
lated to STD symptoms (data not shown).
Some of the men who were not sexually ac-
tive might have had urethritis of nonsexual
etiology or might have misreported their sex-
ual behaviors.

Although the great majority of the re-
spondents had health insurance and had re-
ceived a physical exam during the past
year, only one sixth had been tested for
STDs. (We do not know for which STDs
they were tested.) Only one fourth of the
symptomatic teenagers and one third of the
symptomatic young adults had been tested.
Very few of the respondents, even among

those who had been tested, had been diag-
nosed with an STD.

Black men were more likely to have been
tested for STDs or to have been diagnosed
with an STD than were non-Black men.
Black men also were more likely to have a
history of STD symptoms. But even among
the men with symptoms, Black men were
more likely than non-Black men to have
been tested for STDs.

Prevalence of Infection, Symptoms,
and Medical Care

According to PCR test results, 3.1% of
the teenagers and 4.5% of the young adults
had chlamydial infections.5 Most of those
with symptoms did not test positive, how-
ever, and many of those who did test posi-
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TABLE 2—STD Symptoms and Medical Care Received Among US Teenaged and Young Adult Men 
With and Without Chlamydial Infection

Men Aged 18–19 Years Men Aged 22–26 Years

Tested Positive for Tested Negative for Tested Positive for Tested Negative for
Chlamydial Infection Chlamydial Infection Chlamydial Infection Chlamydial Infection

Unweighted sample size 26 444 66 929

Had STD symptoms during past year 23.4% 6.9%* 7.5% 8.2%

Had a physical exam during past year 75.0 67.4 59.6 55.1

Had an STD test during past year 45.7 14.8** 16.9 17.3

Ever told he had an STD 26.5 2.0** 9.6 6.5

Told he had an STD during past year 26.5 2.0** 3.3 1.5

Had any unprotected sex during past year 87.3 53.9*** 88.4 76.8*

Had 3 or more female partners during past year 37.7 14.1 31.0 17.4

Had sex with high-risk partner during past year 10.8 2.7 4.1 6.9

*P < .1; **P < .05; ***P < .01.

tive were asymptomatic: 10.1% of the symp-
tomatic teenagers and 4.1% of the sympto-
matic young adults were infected, compared
with 2.7% of the asymptomatic teenagers
and 4.5% of the asymptomatic young
adults.

As shown in Table 2, the great majority
of infected teenagers and young adults
were asymptomatic; only 23% of the in-
fected teenagers and 8% of the infected
young adults had experienced symptoms
during the past year. Most of the infected
men from both groups had access to rou-
tine health care, but only a minority had
been tested for STDs. Teenagers who had
been tested for STDs during the past year
were more likely to be infected than those
who had not, but no such relationship ex-
isted among the young adults. A small mi-
nority of the infected men had been diag-
nosed with an STD during the past year
(27% of the teenagers and 3% of the
young adults).

Men who had unprotected sexual inter-
course were more likely to be infected than
those who had not (P<.01 for teenagers;
P<.1 for young adults). Some of those who
were infected had reported no unprotected
sexual intercourse in the past year. This ap-
parent discrepancy could be attributable to
(1) misreporting about condom use,9 (2) con-
dom failure,10 (3) transmission of infection de-
spite condom use (e.g., by epidermal contact
rather than by fluid transfer), (4) false-positive

laboratory results, or (5) becoming infected
more than 1 year ago.

DISCUSSION

Most of the young men with chlamydial in-
fection were asymptomatic and undiagnosed.
A minority of those infected had been tested
for STDs, and probably only a fraction of the
STD tests were for chlamydial infection. Thus,
most of the chlamydial infections were not
detected. Chlamydial infection screening of
women has increased in the past decade, and
the CDC recommends that all sexually active
adolescent females be screened for chla-
mydial infection at each pelvic exam.11 How-
ever, the agency has no equivalent recom-
mendations for young men, although in 1998
a CDC advisory committee recommended
routine screening of young men to help pre-
vent HIV transmission.12

At any point in time, 3% to 5% of
teenaged and young adult men in the United
States have a chlamydial infection. Given that
some receive treatment or otherwise clear
their infection, the percentage who become
infected must be even higher. These estimates
are conservative, because surveys probably
undercount certain high-risk groups, such as
homeless or incarcerated men. Men who en-
gage in unprotected intercourse are more
likely to have chlamydial infection than those
who do not. Such risky sexual behavior has
double consequences: when a man has un-

protected sexual intercourse, he not only may
become infected himself but also may trans-
mit the infection to future partners. A study
of couples found that about 70% of those
with chlamydial infection also had an infected
current partner.13

Primary prevention of chlamydial infection
should begin with reducing the percentage of
men who engage in unprotected intercourse;
data indicate that this percentage fell during
the late 1990s, primarily owing to increased
condom use.1 Efforts to reduce the incidence
of chlamydial infection should continue with
measures designed to increase public aware-
ness of STD risks, especially among single
young adults. Most single young adult men in
the United States have occasional unprotected
intercourse, but few view themselves as sus-
ceptible to STDs, and even fewer believe that
their partners are susceptible. This lack of
awareness means that men fail to seek testing
or treatment for STDs, even when they have
symptoms.

Because most men with chlamydial infec-
tion are asymptomatic, screening efforts
broader than those currently in place should
also be considered. Most young women ob-
tain routine gynecological care, during which
STD-related risks may be evaluated; however,
a comparable system of routine reproductive
health care for young men does not exist.14

Those who provide primary care for men
need to promote an increased awareness of
STDs among their young patients.
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Future research can help identify whether
widespread screening of young men for chla-
mydial infection is appropriate. The cost-
effectiveness of such screening depends in
part on whether it will help prevent sequelae
(e.g., pelvic inflammatory disease) among
these men’s female sexual partners. If STD
screening for young men is to become more
widespread, it could be incorporated into ex-
isting components of primary care (e.g., physi-
cal exams for sports, school, or employment).
Although this strategy was infeasible in the
past, the availability of new DNA-based meth-
ods now makes STD testing possible in the
primary care setting.15

About the Authors
At the time of the study, Leighton Ku was with the Urban
Institute, Washington, DC. Michael St. Louis is with the
Centers for Disease Control and Prevention, Harare, Zim-
babwe. Carol Farshy and Sevgi Aral are with the Centers
for Disease Control and Prevention, Atlanta, Ga. Charles
Turner is with Research Triangle Institute, Washington,
DC, and City University of New York. At the time of the
study, Laura Lindberg was with the Urban Institute, Wash-
ington, DC. Freya Sonenstein is with the Urban Institute,
Washington, DC.

Requests for reprints should be sent to Leighton Ku,
Center on Budget and Policy Priorities, 820 First St, NE,
Suite 510, Washington, DC 20002 (e-mail: ku@
cbpp.org).

This article was accepted May 1, 2001.

Contributors
Leighton Ku designed the study and wrote the article.
Michael St. Louis analyzed and interpreted data and
contributed to the writing of the article. Carol Farshy
conducted laboratory analyses and interpreted labora-
tory findings. Sevgi Aral interpreted the relationship be-
tween behaviors and infection. Charles Turner provided
statistical advice. Laura Lindberg interpreted risk be-
haviors and coordinated data editing. Freya Sonenstein
conceptualized and led the National Surveys of Adoles-
cent Males. All authors participated in conceptual de-
sign, reviewed analysis and reports, and reviewed
drafts.

Acknowledgments
This research was supported under National Institutes
of Health grant RO1 HD30861, with funding from the
National Institute of Child Health and Human Develop-
ment (NICHD), the Centers for Disease Control and
Prevention (CDC), the Office of Population Affairs, and
the National Institute of Mental Health.

Harvey Zelon and his colleagues at the Research Tri-
angle Institute (RTI) administered data collection in
1995. Carolyn Black and Debra Candal of the CDC
were instrumental in conducting laboratory analyses.
Sean Williams, formerly of the Urban Institute, pro-
vided research assistance. Vicki Freedman of RAND,
Ralph Folsom of RTI, and Roderick Little of the Univer-
sity of Michigan provided statistical consulting. We
thank Christine Bachrach of NICHD and Heather

Miller, formerly of RTI, for their inspiring ideas and
sound advice.

References
1. Sonenstein FL, Ku L, Lindberg LD, Turner CF,
Pleck JH. Changes in sexual behavior and condom use
among teenaged males: 1988 to 1995. Am J Public
Health. 1998;88:956–959.

2. Sonenstein FL, Pleck JH, Ku LC. Sexual activity,
condom use, and AIDS awareness among adolescent
males. Fam Plann Perspect. 1989;21:152–158.

3. Ku L, Sonenstein FL, Turner CF, Aral SO,
Black CM. The promise of integrated representative
surveys about sexually transmitted diseases and behav-
ior. Sex Transm Dis. 1997;24:299–309.

4. Bauwens JE, Clark AM, Loeffelholz MJ, et al. Di-
agnosis of Chlamydia trachomatis urethritis in men by
polymerase chain assay of first-catch urine. J Clin Mi-
crobiol. 1993;31:3013–3016.

5. St. Louis ME, Ku L, Aral S, Black C, Williams S,
Sonenstein F. Prevalence of Chlamydia trachomatis and
Neisseria gonorrhoeae infections among young men in
the United States: results of a representative national
survey. Paper presented at: International Society for
Sexually Transmitted Disease Research, July 27, 1999,
Denver, Colo.

6. Little RJA, Rubin DB. Statistical Analysis With
Missing Data. New York: John Wiley & Sons; 1987.

7. Heitjan D, Little R. Multiple imputation for the
Fatal Accident Reporting System. Applied Stat. 1991;
40:13–29.

8. Porter LE, Ku L. Use of reproductive health serv-
ices among young men, 1995. J Adolesc Health. 2000;
27:186–194.

9. Zenilman JM, Weisman CS, Rompalo AM, et al.
Condom use to prevent incident STDs: the validity of
self-reported condom use. Sex Transm Dis. 1995;22:
15–21.

10. Warner L, Clay-Warner J, Boles J, Williamson J.
Assessing condom use practices: implications for evalu-
ating method and user effectiveness. Sex Transm Dis.
1998;25:273–277.

11. Centers for Disease Control and Prevention. Rec-
ommendations for the prevention and management of
Chlamydia trachomatis infections, 1993. MMWR Morb
Mortal Wkly Rep. 1993;42:1–39.

12. Centers for Disease Control and Prevention. HIV
prevention through early detection and treatment of
other sexually transmitted diseases—United States. Rec-
ommendations of the Advisory Committee for HIV and
STD Prevention. MMWR Morb Mortal Wkly Rep.
1998;47:1–24.

13. Quinn TC, Gaydos C, Shepherd M, et al. Epidemi-
ologic and microbiologic correlates of Chlamydia tra-
chomatis infection in sexual partnerships. JAMA. 1996;
276:1737–1742.

14. Sonenstein F, ed. Young Men’s Sexual and Repro-
ductive Health: Toward a National Strategy. Washington,
DC: Urban Institute Press; 2000.

15. Turner CF, Rogers SM, Miller HG, et al. Untreated
gonococcal and chlamydial infection in a probability
sample of adults. JAMA. 2002;287:726–733.

American Public Health Association
Publication Sales
Web: www.apha.org
E-mail: APHA@TASCO1.com
Tel: (301) 893-1894
FAX: (301) 843-0159

The second edition of this APHA best
seller acquaints readers with the broad

field of community health planning.
System design and needs, performance
and quality assessment are addressed.
Chapters include planning doctrine, de-
signing community systems, community
needs assessment, health system perform-
ance measurements, and more.

This book is an essential guide for prac-
ticing planners, hospital administrators,
community leaders, and planning board
members.

ISBN 0-87553-246-2
1999 ❚ 230 pages ❚ softcover

$23 APHA Members
$33 Nonmembers

Plus shipping and handling

Planning for
Community-Oriented
Health Systems
By James E. Rohrer, PhD

2nd
Edition



American Journal of Public Health | July 2002, Vol 92, No. 71144 | Research and Practice | Peer Reviewed | Jacobellis and Cutter

 RESEARCH AND PRACTICE 

Objectives. We examined the effect of routine screening on breast cancer staging by
race/ethnicity.

Methods. We used a 1990 to 1998 mammography database (N=5182) of metro-
politan Denver, Colo, women to examine each racial/ethnic cohort’s incident cancer
cases (n=1902) and tumor stage distribution given similar patterns of routine screen-
ing use.

Results. Regardless of race/ethnicity, women participating in routine screenings had
earlier-stage disease by 5 to 13 percentage points. After control for possible con-
founding factors, White women were more likely to have early-stage disease compared
with Black and Hispanic women.

Conclusions. Lack of screening coverage in certain racial/ethnic populations has
often been cited as a reason for tumor stage differences at detection. In this study, cor-
recting for screening did not completely reduce stage differentials among Black and
Hispanic women. (Am J Public Health. 2002;92:1144–1150)

mortality rates. Notably, the Stockholm and
Malmo trials reported that 85% to 100% of
breast cancer deaths occurred among
women diagnosed with stage II, III, or IV
breast cancer disease.14–16 Screening mam-
mography for early breast cancer detection
has been investigated quite thoroughly, but
studies examining the association of screen-
ing with race/ethnicity have been limited.
The current investigation was undertaken in
light of the observational evidence regard-
ing the association of race/ethnicity with
breast cancer staging and survival and the
public health importance attributed to show-
ing that access to routine screening can re-
duce racial/ethnic differentials in tumor
staging.

Conducting a randomized controlled trial
of sufficient size to answer these questions
was not feasible in our environment. Thus,
we elected to explore data from a 9-year
observational study designed to examine
mammography performance in a commu-
nity setting. From these data, we assessed
the effect of routine screening on the iden-
tification of primary breast cancer and ex-
amined whether routine screening would
have eliminated the excess of late-stage
breast cancer found in Black and Hispanic
women.

Mammography Screening and Differences in Stage 
of Disease by Race/Ethnicity
| Jillian Jacobellis, PhD, MS, and Gary Cutter, PhD

METHODS

Sources of Data
The Colorado Mammography Project longi-

tudinal database (from 1990 to 1998) was
used to examine the comparative experience
of Black, Hispanic, and White women with re-
spect to tumor stage and histological grade,
controlling for education (as a surrogate for
socioeconomic status), age, and screening
practices. The Colorado Department of Public
Health began the Colorado Mammography
Project in 1989. As part of the Breast Cancer
Screening Consortium, the National Cancer
Institute currently funds the Colorado Mam-
mography Project, which collects data from
mammography facilities serving women in the
6-county Denver metropolitan area.

Facilities were recruited to the study by the
use of outreach project coordinators who ex-
plained the project and offered evaluation
data for the facility and the radiologists in-
volved. In Denver, single radiologist groups
serve multiple mammography facilities. This
provides patient population diversity with
some consistency in the radiological review.
Colorado Mammography Project participation
is voluntary for each facility and woman, but
participating-facility compliance is nearly
100%. The Colorado Mammography Project

Breast cancer incidence rates have risen in
the United States for the past 2 decades. Al-
though the lifelong chance of developing
breast cancer is higher for White women
than for Black and Hispanic women, Black
women and subgroups of Hispanic women
have a lower breast cancer survival rate.1–6

In the United States, Black and Hispanic
women disproportionately have poor breast
cancer outcomes. Black women diagnosed
with breast cancer are twice as likely to die
from the disease within 5 years after diag-
nosis and Hispanic women are 1.5 times as
likely to die as White women.1,3 Black and
Hispanic women undergo fewer baseline
and routine mammography screenings and
have more advanced stage of disease at di-
agnosis, which in part explains the observed
decreases in survival rates. Several investi-
gators contend that race/ethnicity is in part
a determinant of resource access and that it
is a contributing factor in the racial/ethnic
disparity.7–13

Racial/ethnic differentials in breast can-
cer incidence rates, staging, and survival
seen nationwide are similar to those ob-
served in the Colorado and the 6-county
Denver metropolitan area study data. Non-
Hispanic White (hereafter labeled White),
Hispanic, and non-Hispanic Black (Black)
women in the Denver metropolitan area
demonstrated an 11- to 21-percentage-point
increase in early-stage disease between the
period 1985 to 1987 and the period 1996
to 1997. Although increases in early detec-
tion were seen in all groups, presumably as
a result of screening, tumor stage differen-
tials were still apparent among Black, His-
panic, and White women. In 1996 to 1997,
more Black (48%) and Hispanic (46%)
women than White women (40%) received
a diagnosis of advanced-stage breast
cancer.1

Several randomized controlled trials of
screening found significant decreases in
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FIGURE 1—Study case selection process: selection of incident cases.

population consists of women who attend
these clinics throughout the 6-county metro-
politan area, complete personal history forms,
and receive a mammogram and radiological
report. Because these facilities serve all met-
ropolitan areas and facility participation is
driven more by the participating radiologist
groups than by the individual patient, no spe-
cific biases in patient selection were obvious.

Race/ethnicity information is obtained by
self-description. Only women identifying
themselves as exclusively Black, Hispanic, or
White were selected as study participants.
The study area includes approximately 60%
of the state of Colorado’s female population.
The study population is representative of the
Denver area in terms of racial/ethnic sub-
groups and income and educational levels.

In 1999, the Colorado Mammography Proj-
ect collects as data more than 50% of all
mammograms conducted in the study area
(T. Byers; 1999 CMAP Coverage Analysis;
Department of Preventive Medicine and Bio-
metrics, University of Colorado Health Science
Center, Denver; 1999). Through linkages with
the statewide population-based Colorado Cen-
tral Cancer Registry, a total of 5182 breast
cancers were identified during the observation
period and determined eligible for the study.
The Colorado Central Cancer Registry follows
Surveillance, Epidemiology, and End Results
(SEER) guidelines for collection and reporting
of cancer data. Non–Colorado Mammography
Project cases were defined as the breast can-
cer cases of racial/ethnic eligible women re-
siding in the Denver metropolitan area and in
the Colorado Central Cancer Registry that
were not linked to a Colorado Mammography
Project record during the observation period
(n=5163).

Case Selection
A major goal of this investigation was to as-

certain whether screening can eliminate stage
differences found between Black and His-
panic women compared with White women.
Few populations have sufficient numbers of
routinely screened minorities with detected
cancers. To address the 2 types of screening
behavior—episodic screenings, which are more
like prevalent screens, and routine screenings,
which yield incident cases—we defined 2
types of cases: prevalent and incident. Our as-

sumption for defining incident cases was that
a single negative screen sufficiently conveys
incident status.

Prevalent cases were defined as women
with breast cancer detected on their first
screen or women who had an interval of
longer than 25 months between the detection
mammographic sequence and their prior
screen. Incident cases were defined as women
with at least 1 documented negative mammo-
gram result 10 to 25 months before their pri-
mary breast cancer diagnosis (mammogram
results were defined as negative based on
American College of Radiology BI-RADS
codes 1, 2, and 3), excluding the detection
mammographic sequence, and no positive
mammogram results (American College of
Radiology BI-RADS codes 0, 4, or 5).

Breast cancer cases were considered un-
confirmed incident if a woman had stated on
her completed questionnaire or if the radiol-
ogy report indicated that a previous negative
mammogram result existed. No record of a
negative result, however, was available in the
database for status verification.

Stage of disease was defined with the
American Joint Committee on Cancer TNM
system. Early-stage disease was defined as
TNM stage 0 or I, and late-stage disease was
defined as stage II, III, or IV cancer. Histolog-
ical grade of tumor (grade 1–4) was deter-
mined with the International Classification of
Diseases for Oncology. A tumor not identified
as belonging to the original tissues is consid-

ered undifferentiated (grade 4) and is the
most aggressive grade. The tumor data were
obtained from the Colorado Central Cancer
Registry records.

Analysis
To characterize the racial/ethnic cohorts,

frequencies and cross-tabulations for the vari-
ables of interest were generated in both the
study case cohort of all incident and preva-
lent cancers combined and the incident case
cohort (Figure 1). Bivariate relationships be-
tween racial/ethnic groups and the indepen-
dent variables were evaluated with a χ2 test
for independence using SAS.17 A logistic re-
gression model was developed via a back-
ward elimination approach to evaluate the ef-
fects of race/ethnicity, education, and other
related explanatory variables on the depen-
dent variable—stage of disease at diagnosis. In
all comparisons, the cohort of White women
was used as the reference cohort. Odds ratios
were calculated for each dichotomous and
continuous independent variable to test the
statistical significance. Because variables were
found not to be associated with the results,
simpler models were used to assess the differ-
ences among racial/ethnic groups, adjusting
for the remaining covariates.

The models reported show the effect of
various covariates on the resulting dependent
variable. The dependent variable, stage of dis-
ease, was classified into 2 groups: early and
late stage of disease.
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RESULTS

The Colorado Mammography Project data-
base contained approximately 290500
women who had received at least 1 mammo-
gram through a participating screening facil-
ity. In the Colorado Mammography Project,
45% of the Black women, 40% of the His-
panic women, and 48% of the White women
underwent at least 2 screens in the system.

The distribution of racial/ethnic groups
shows a predominantly White female popula-
tion. Of the women who reported their race/
ethnicity, 83.5% were White, 9.6% were His-
panic, and 3.6% were Black. In Denver, ap-
proximately 66.4% of the population who re-
port Hispanic ethnicity are of Mexican
American descent.

Figure 1 shows the number of cases in the
total study cohort (N=5182) and the distribu-
tion into incident (n=2381, or 45.9%) and
prevalent cases (n=2801, or 54.1%). Note
that the percentage of incident cases in our
cohort—45.9%—was only slightly lower than
the percentage of women with more than 1
mammogram in the total Colorado Mammog-
raphy Project registry (55%). Of the 5182

cancers found, 1902 incident cases were con-
firmed (36.7%). The racial/ethnic breakdown
of confirmed incident cases of the total (con-
firmed incident, unconfirmed incident, and
prevalent cases) was as follows: Hispanic
women, 89 of 324 (27.5%); Black women,
49 of 149 (32.9%); and White women, 1764
of 4709 (37.5%). Among the total incident
cases (2381), 479 (20.1%) were unconfirmed
cases, and 79.9% were confirmed.

Results From All Women (Prevalent
and Incident Cases)

Stage information was available for 4933
(95.2%) of the 5182 women diagnosed with
breast cancer. Among the White women,
63.0% of the cancer cases were detected in
early stages (TNM stage 0 or I), compared
with 51.4% of the Black women and 54.0%
of the Hispanic women (Figure 2). Among
the three racial/ ethnic cohorts, there was
very little difference in the percentage of
stage of disease that was classified as “un-
known.” White women had a more than 10–
percentage point excess of early- over late-
stage disease. Conversely, Black (P= .01) and
Hispanic women (P= .03) had a statistically

significant greater percentage of advanced-
stage disease compared with White women
and had less difference between late- and
earlier-stage disease.

The breast cancer risk factor variables—
personal cancer history, higher educational
attainment, and age 50 years and older—were
correlated with lower staging. These varia-
bles, when introduced into the model, had
some level of explanatory power.

Black women had a 1.6-fold increased
odds (P=.01) of late-stage cancer compared
with White women (95% confidence interval
[CI]=1.1, 2.2) when the covariates age and
cancer history were controlled (Figure 3). In
contrast, Hispanic women had a 1.4-fold in-
creased odds (P<.01) of late-stage disease
compared with White women (95% CI=1.1,
1.7) when age and cancer history were con-
trolled for in the model (Figure 3).

When education was included in the equa-
tion, Hispanic women had a 1.2-fold in-
creased odds (with a confidence interval that
includes 1) of late-stage disease; the differ-
ence was not statistically significant (Fig-
ure 3). This was not the case for Black
women, however; when the covariates age,
cancer history, and education were con-
trolled, Black women continued to have a l.6-
fold increased odds (P=.02) of late-stage dis-
ease at diagnosis (95% CI=1.1, 2.3).

After age, cancer history, and education
were controlled, there was an approximately
60% increase in late stage of disease among
Black women compared with White women
when all cancers (prevalent or incident cases)
were examined.

Results From the Incidence Cohort
Among the White women, 69% of the

confirmed incident cases were early stage
(compared with 58% of the prevalent cases);
the rates were 63% (vs 50%) for Hispanic
women and 54% (vs 49%) for Black women
(Table 1). The frequency distribution of
early-detection breast cancer, by race/ethnic-
ity, among non–Colorado Mammography
Project, Colorado Mammography Project–
prevalent, and Colorado Mammography
Project–incident cases is shown in Figure 4.

Within each racial/ethnic group’s incident
cases, the percentage of early-stage cancers
was higher in the incident cancer cases than

FIGURE 2—Stage of disease at diagnosis, by race/ethnicity.
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TABLE 1—Variable Composition (Percentage), by Race/Ethnicity, for Incident Cases
(n=1902)a

Hispanic White Black

Age group, y

< 50 32.58 20.98 32.65

≥ 50 67.42 79.03 67.35

Education level

≤ Eighth grade or some high school 17.97 4.04 4.76

High school graduate or some college 49.25 54.99 59.52

College graduate or postgraduate degree 32.83 40.98 35.72

American Joint Committee on Cancer stage

0 24.14 19.63 13.04

I 39.08 49.13 41.30

II 31.03 26.85 36.96

III 2.30 3.37 6.52

IV 3.45 1.02 2.17

Histological grade

1 (well) 21.35 17.52 10.20

2 (moderate) 28.09 29.25 26.53

3 (poor) 15.73 18.42 28.57

4 (undifferentiated) 4.49 5.05 10.20

9 (unknown) 30.34 29.76 24.49

Note. CMAP = Colorado Mammography Project.
aNot all variables are present for each and every woman.

Note. Total study case cohort: Black (n = 144), Hispanic (n = 315), White (n = 4474).

FIGURE 3—Association between race/ethnicity and late stage of disease (≥ stage II).

in the prevalent cases, suggesting that cancer
detected under an incident screening protocol,
regardless of race/ethnicity, leads to earlier-

stage detection. The early-stage cancer differ-
ential between incident and prevalent cancers
was smallest for Black women. Figure 4 shows

for incident cases that the 3 racial/ethnic co-
horts differed in regard to early detection
(P=.07). There was a 15–percentage point
difference between White and Black women
in early-stage detection (69% vs 54%) and a
6–percentage point difference between White
and Hispanic women (69% vs 63%). These
results suggest that after correcting for screen-
ing behavior by selecting only the confirmed
incident cancer cases, racial/ethnic stage dif-
ferentials were not eliminated. Whites had
higher rates of early-stage cancers in both of
the other categories (non–Colorado Mammog-
raphy Project and Colorado Mammography
Project–prevalent cases), whereas Black and
Hispanic women were more similar, differing
by only 1 percentage point in these other
groupings.

With the expectation that the residual dif-
ferences in early-stage distribution among
Black and Hispanic incidence cohorts would
be eliminated when covariates were included,
a formal logistic model for the adjusted odds
ratio of late-stage disease was constructed.
When the covariates age and cancer history
were introduced into the model, the 95%
confidence interval for both Black and His-
panic women overlapped unity (Figure 5).
Black women, however, still had a 1.7-fold in-
creased odds of detection of advanced-stage
disease compared with White women (P=
.08). Therefore, adjusting for age and cancer
history did not completely eliminate stage-of-
disease differences. These incident cases of
Black women yielded an estimated odds ratio
almost identical to the unadjusted values and
the values based on the entire cohort of
women. No statistically significant difference
in the adjusted odds ratio was seen for His-
panic women compared with White women
(Figure 5).

To further assess these apparent stage dif-
ferences, we examined the distribution of an-
other dependent variable separate from
tumor stage—the histological grade—for early-
and late-stage cancer by racial/ethnic group.
A slide review was not performed. Specific
multivariate modeling with histological grade
as the outcome variable was conducted. Be-
cause Hispanic and Black women have a
higher percentage of late-stage disease, we in-
cluded stage as a confounding variable in the
model.
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Note. Non–CMAP = Non–Colorado Mammography Project; Prevalent = Colorado Mammography Project–prevalent;
Incident = Colorado Mammography Project–incident.

FIGURE 4—Case percentage with early detection (<stage II), by race/ethnicity and by case
group.

When the variables of stage of disease, age,
and cancer history were controlled in the
model, Black women had a 2.2-fold increased
odds (P=.03) of higher histological grade
(95% CI=1.2, 4.3) compared with White
women. No statistically significant difference
was found in the adjusted odds ratio for His-
panic women compared with White women.
The results confirmed that despite the similar
screening histories in these incidence cohorts,
and similarity in education level and other
variables, Black women in the incident cohort
had an excess of higher histological grades
(P=.03).

Finally, we reported only on the combined
cases (i.e., symptomatic and asymptomatic
women). As expected, the percentage of
women with later-stage disease was higher
among the symptomatic or diagnostically
screened women. The patterns, however,
were similar. For diagnostic mammograms in
the series, the rates of late-stage disease were
44.0% (11 of 25) for the Hispanic women,
42.3% (148 of 350) for the White women,
and 50.0% (6 of 12) for the Black women.
For asymptomatic or screen-detected women,
the rates were 36.2% (17 of 47) for the His-
panic women, 28.0% (330 of 1180) for the
White women, and 39.3% (11 of 28) for the
Black women.

DISCUSSION

This article examines whether routine
screening can be expected to eliminate racial/
ethnic disparities in breast cancer staging. We
specifically studied proper assignment of a
cancer case as incident or prevalent. This
study confirmed the results of numerous stud-
ies that reported a more advanced stage of
disease in Black and Hispanic women at the
time of diagnosis.18–24 This finding is impor-
tant because researchers consider advanced
stage at diagnosis to be a strong contributor
to survival differences seen between Black
women and Hispanic women.3,25 It also has
been determined in the literature that to a
large extent, racial/ethnic differentials seen in
staging are the result of lower screening
rates.26–29 This study also has shown that al-
though screening lowers stage at detection,
even among women who participate in rou-
tine screening and who began the study
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Note. Incident case cohort: Black (n = 49), Hispanic (n = 89), White (n = 1764).

FIGURE 5—Association between race/ethnicity and late stage of disease (≥ stage II).

observation period with a documented nega-
tive screening result, racial/ethnic stage differ-
entials exist.

Adjusting for measurable risk and socio-
economic factors did not completely eliminate
differences in stage of diagnosis by racial/eth-
nic group. White women were still more
likely to have early-stage diagnosis compared
with Black and Hispanic women. When rou-
tine screening was part of the equation, the
odds of advanced stage were reduced, but
residual effects still were seen, especially
among Black women.

Hispanic women were younger and less ed-
ucated than White women (2 factors corre-
lated with late-stage disease), yet the differ-
ence in advanced-stage disease between
Hispanic and White women was smaller than
that between Black and White women. Over-
all, adjustment of individual variables pro-
duced modest modifications of the racial/eth-
nic group–stage association. This was clearly
seen when education was added to models.
Modifications to the estimates and confidence
intervals were minimal to nonexistent. Rou-
tine screening may operate differently on
stage of disease in Black women compared
with Hispanic women. Screening does not ap-
pear sufficient to remove the staging differen-
tial seen in Black women.

By definition, incident cases reflected a
fairly compliant screening population of

women. In comparison to White women, no
statistically significant difference (P=.07) in
the distribution of advanced-stage disease
among incident cases of Black and Hispanic
women existed. The lack of significance, how-
ever, may be due to the decreasing sample
size of Black and Hispanic women rather than
to a lack of real differences between the
groups, because the results parallel those of
the total group in magnitude of effect.

Of course, it is difficult to determine
whether these findings result from small sam-
ple size. The 70% increased odds of late-
stage disease in Black women compared with
White women, however, seems large enough
not to ignore. To further investigate the plau-
sibility of these increased odds of late-stage
disease in Black women, we approached the
race/ethnicity–screening behavior relation-
ship by examining histological grade. Histo-
logical grade is considered a marker for the
biological behavior of tumors.28

More-advanced histological grade tumors,
which are considered more proliferative, were
found among Black women who participated
in routine screening, even after controlling for
stage of disease. We believe that this intrigu-
ing result is consistent with the late-stage ex-
cess also shown.

This study offers no evidence that the ob-
served remaining differences in tumor histol-
ogy were due to genetic makeup or imply a

biological uniqueness in any one group. The
differences seen may be caused by other fac-
tors including incomplete control for screen-
ing behavior, postmenopausal estrogen expo-
sure or obesity, diet, or subtle measures of
socioeconomic status. Investigation of any and
all of these factors may provide insight into
why we may continue to see racial/ethnic
staging differentials in cohorts with similar
screening histories. The relation between
staging and histological grade among Black
women needs to be further explored within a
larger cohort, because small numbers limit
the interpretive power of this finding.

Routine screening alone may not, how-
ever, be sufficient to remove the staging dif-
ferentials seen among racial/ethnic sub-
groups of women. Even though the literature
suggests that the higher proportions of late-
stage disease found in Black and Hispanic
women relative to White women is related to
these subgroups’ greater difficulty in access-
ing mammography screening and early inter-
vention, our data indicate that this explana-
tion is insufficient—or, alternatively, that
perhaps a longer observation period is
needed to see the positive effects of screen-
ing. Nevertheless, the finding that routine
screening does not completely eliminate the
staging differentials finding is quite important
in refocusing expectations by public health
programs regarding the markers of success
expectations of the amount of morbidity and
mortality that it is possible to prevent.

Limitations
This study had several potential limitations.

Education and cancer history depended on
study participants’ responses; therefore, mis-
classification was possible because of potential
differential recall bias among the groups. We
are reasonably confident regarding the gener-
alizability of this cohort sample, given that the
database captures more than 50% of the
women undergoing mammography in the
Denver metropolitan area. Also, the racial/
ethnic composition and racial/ethnic educa-
tional attainment of Colorado Mammography
Project study women were similar to those of
the Denver metropolitan population. Colorado
Mammography Project women reflect the
overall Denver metropolitan population except
for their tendency to have been screened.
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Although the screening interval for all ra-
cial/ethnic cohorts was 10 to 25 months, var-
iation in the average number of months be-
fore cancer diagnosis among the racial/ethnic
cohorts could contribute to the differences
seen. These differences, however, did not ex-
plain the staging differences. Interestingly,
among all the incident cohorts, additional
negative screening results (i.e., over 1) were
not associated with lower stages of disease
(women who had more than 1 negative
screening result before the screening in which
cancer was detected did not evidence lower
stages of disease than women who had only 1
negative screen).

Summary
Despite mandatory mammography insur-

ance coverage; free screening programs for
low-income women; screening guidelines;
national, state, and local public health out-
reach campaigns; and a public health agenda
to eliminate disparities, Black and Hispanic
women undergo fewer periodic screenings
and have more-advanced disease at diagno-
sis. Although the research shows that screen-
ing leads to improvement across all racial/
ethnic groups, a result evidenced in our data
as well, the present study—admittedly based
on a single study site and a relatively small
population—suggests that screening may not
completely reduce staging differentials.

Our results may need to be confirmed in a
larger cohort, but they illustrate the complex
relationship between stage and race/ethnicity.
Great strides have been made in the screen-
ing of Black and Hispanic women. However,
a better understanding of modifiable risk fac-
tors and the racial/ethnic beliefs and practices
that affect screening is essential.
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Objectives. In this study we examined the relationship between indicators of socio-
economic status (SES) and mortality for a representative sample of individuals.

Methods. The sample included 3734 individuals aged 45 and older interviewed in 1984
in the Panel Study of Income Dynamics. In the current study, mortality was tracked be-
tween 1984 and 1994 and is related to SES indicators of education, occupation, income,
and wealth.

Results. Wealth and recent family income were the indicators that were most strongly
associated with subsequent mortality. These associations persisted after we controlled
for the other SES indicators and were stronger for women than for men and for nonel-
derly than for elderly individuals.

Conclusions. We found that the economic indicators of SES were usually as strongly
associated with mortality as, if not more strongly associated with mortality than, the more
conventional indicators of completed schooling and occupation. (Am J Public Health.
2002;92:1151–1157)

Optimal Indicators of Socioeconomic Status 
for Health Research
| Greg J. Duncan, PhD, Mary C. Daly, PhD, Peggy McDonough, PhD, David R. Williams, PhD

In general, indicators of SES are meant to
provide information about an individual’s ac-
cess to social and economic resources. As
such, they are markers of social relationships
and command over resources and skills that
vary over time.23–24 Among the most fre-
quently used socioeconomic indicators are
education and occupation. Economic indica-
tors such as household income and wealth
are used less frequently but are potentially as
important as or more important than educa-
tion and occupation. We describe the benefits
and drawbacks of each indicator below.

Education is an important determinant of
individuals’ work and economic circum-
stances,25 which are themselves linked to
health through specific work conditions and
levels of consumption. Education may also be
associated with health through its connection
to health behaviors. The higher one’s level of
education, the more likely one is to engage in
a range of health-enhancing self-maintenance
activities.26,27 Years of completed schooling
are reported with reasonable ease and reliabil-
ity and are a meaningful indicator of SES for
virtually all adults. Because education is typi-
cally completed early in adulthood, it serves
as a marker of early life circumstances,28 and
no reverse-causation problems result from
linking education with health outcomes at

older ages. It is for these reasons that the Na-
tional Center for Health Statistics (NCHS) se-
lected education for inclusion in death certifi-
cates in 19897 and that the National
Committee on Vital and Health Statistics has
offered the preliminary assessment that educa-
tion may be the most useful SES indicator for
administrative databases.11 However, educa-
tion captures neither the differential on-the-job
training and other career investments made
by individuals with similar levels of formal
schooling nor the volatility in economic status
during adulthood that has recently been
shown to adversely affect health.16

Usual or most recent occupation has long
been used as an SES indicator for persons in
the workforce, and it can have direct and in-
direct effects on health. For example, occupa-
tion represents exposure to the psychosocial
and physical dimensions of work arrange-
ments29,30 as well as a range of expected
earnings and social capital in the form of rela-
tive standing or prestige. Indicators of occupa-
tional class are widely used in other industri-
alized countries and have been found to be
robust in predicting variations in health sta-
tus.17 The National Institutes of Health (NIH)
conference on Measuring Social Inequalities
in Health called for including occupation as a
core SES variable in the US health status re-

Although numerous studies have documented
the associations between socioeconomic sta-
tus (SES) indicators and a variety of health
outcomes,1–6 comprehensive indicators of
SES are not routinely collected in the United
States. In addition, most SES data that are ob-
tained are not reported.7–9 This data defi-
ciency was highlighted at a 1996 federally
sponsored health conference on SES1,10 and
has been noted by the National Committee on
Vital and Health Statistics.11 In both cases, the
recommendation was for regular collection of
SES data and for the use of SES variables in
studies of differential health outcomes.

Despite growing awareness of the need for
regular collection of SES indicators, however,
there is little agreement on which indicators
should be gathered.12 One problem is that nu-
merous indicators of SES, including occupa-
tion,13 education,14,3 and household in-
come,4,5,15,16 have been shown to affect health
outcomes, but these indicators are not inter-
changeable.12,17–19 Moreover, the impact on
health of any particular SES indicator—such
as one based on sex and age—varies across
different population subgroups.3,20–22 The fact
that various SES indicators may capture dif-
ferent aspects of overall health risk suggests
that a systematic examination of the explana-
tory power of a variety of SES indicators is
required before an optimal set of indicators
can be recommended.

We contribute to this examination by ana-
lyzing the empirical relationship between a
set of SES indicators (available from both
administrative and survey data sources) and
mortality for a nationally representative sam-
ple of individuals. We used a unique data
set, the Panel Study of Income Dynamics
(PSID), to evaluate the predictive power of a
variety of SES indicators. Although it in-
cludes the traditional SES indicators of edu-
cation and occupation, our analysis focuses
on the relatively neglected economic indica-
tors of SES.
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porting system.1 Nevertheless, using occupa-
tion as an SES indicator is problematic for
subgroups such as teenaged mothers and oth-
ers with little labor market experience. More-
over, later-career occupations, unlike educa-
tion, are subject to reverse-causation
problems if poor health leads to declines in
occupational status.

Household income has been more widely
used as an indicator of SES in US studies
than in studies undertaken elsewhere.
Whereas education and occupation capture
individually based dimensions of SES, house-
hold income is more indicative of a standard
of living and of life chances household mem-
bers experience through sharing goods and
services. The most typical income-based indi-
cator is a household’s total cash income, mea-
sured over the month, calendar year, or 12-
month period before the point of health
measurement.5,15,22 Our examination of “opti-
mal” SES indicators was decidedly empirical
and was based on the indicators’ sensitivity to
mortality risk. We find that economic indica-
tors are considerably more sensitive than tra-
ditional ones and suggest that the former
should be a standard feature of the US mea-
surement system for monitoring links be-
tween SES and health. Although they require
difficult-to-obtain tax data, measures of dis-
posable household income—obtained by sub-
tracting from total cash income the taxes
households pay—better approximate a house-
hold’s flow of resources than do measures of
total cash income.

One problem with using household income
to examine relationships between SES and
health is that household members may have
unequal access to household income. Specifi-
cally, research points to a female disadvan-
tage in resource sharing in households.31,32

A second problem is that current household
income may be an inadequate representation
of the standard of living of retired individuals
because it may not reflect available financial
resources, and it disregards the cumulative
effects of a lifetime of deprivation or privi-
lege.33 Moreover, because current income
may be a product of recent health, associa-
tions between income and health are subject
to reverse-causation problems.

In contrast to income, which consists of a
flow of resources over a defined time period,

wealth captures the accumulated stock of as-
sets or economic reserves at a given point in
time. Income and wealth are positively corre-
lated. For example, wealth is higher for fami-
lies with histories of higher earnings, lower
consumption, more savings and, in some
cases, fewer expenditures on health care. But
wealth and income are also distinct. For ex-
ample, elderly individuals frequently have lit-
tle income but substantial wealth. For most of
the US population, wealth is tied up in cars
and homes, items for which survey nonre-
sponse bias can be minimized. Several studies
in both the United States and the United
Kingdom have found that indicators of wealth
are related to health, independent of the
more traditional indicators of SES.33–36 Con-
current associations between wealth and
health are subject to problems of reverse cau-
sation, although perhaps less so than are con-
current associations between income and
health, given that accumulating wealth typi-
cally takes a long time.

Most health inequalities research under-
taken in the United States relies on SES as-
certained at a single point in time. Although
this measure provides some indication of the
relative pattern of health differentials, the cu-
mulative and dynamic nature of socioeco-
nomic structures and experiences is rarely
considered. Persistent low income and income
volatility may be especially problematic for
health,16 and degree of vulnerability to socio-
economic conditions may vary across the life
course.37 Thus, in assessing the relevance of
cross-sectional and longitudinal measures of
SES for public policy regarding data collec-
tion and reporting, it is important to evaluate
the relative utility of these measures.

Finally, although cumulative research
points to a robust association between SES
and health, the magnitude of the effect of
SES on health may vary across social groups.
For example, a weaker socioeconomic gradi-
ent in mortality has been observed for retired
individuals21,38 and women.24,39,40 The sur-
vival of those with lower levels of health risk,
the postponement of morbidity among the so-
cioeconomically advantaged, the universality
of certain social programs (e.g., Medicare),
and the inadequacy of commonly used indi-
cators of SES to capture the experiences of
diverse groups may account for the differen-

tial effects of SES by age,20,41 race/ethnic-
ity,42,43 and sex.44

With a view to providing concrete informa-
tion that could lead to routinizing the gather-
ing of socioeconomic information in various
data-collection modes, we examined the rela-
tionship between SES and mortality using
data from the PSID. We considered both indi-
vidual and household indicators of SES as
well as the relative merit of short-term vs
long-term appraisal of selected indicators. All
analyses were stratified by age and sex. Insuf-
ficient case counts precluded an additional
level of stratification by race/ethnicity.

METHODS

Data
The PSID is an ongoing longitudinal study

of a representative sample of individuals liv-
ing in the United States and of the family
units in which they reside. The survey began
in 1968 with the most recent mortality fol-
low-up through 1994. The emphasis of the
survey is on dynamic aspects of household
economic and demographic characteristics,
and study staff have been careful to edit and
code occupation, earnings, and family in-
come data consistently across waves. Begin-
ning with a representative national sample of
households and individuals in 1968, the
PSID has collected data on individuals from
those households on an annual basis. The
initial-wave response rate among sampled
dwellings in 1968 was 76%. Attrition was
11% between 1968 and 1969 and has re-
mained between 2% and 3% for each year
since 1969. Approximately 55% of the still-
living original sample were still participating
in the study in the interviewing year 1995.
Studies evaluating the national representa-
tiveness of the surviving PSID sample at var-
ious points (including the 1984 point used
to define our sample) have found no signifi-
cant problems.45 Probability-of-selection
weights are available to adjust for differen-
tial nonresponse not related to mortality, as
well as for the design-driven unequal selec-
tion probabilities of the original sample. This
makes it possible to generate estimates that
are representative of the US population
(omitting some immigrants who arrived after
1968).
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TABLE 1—Descriptive Statistics for Analysis Variablesa

Age 45-64 Age ≥ 65

Total Men Women Total

Administrative Data Indicators

Education

Nb 2526 1091 1435 1208

≤ 8 years 0.21 (0.411) 0.24 (0.425) 0.20 (0.399) 0.41 (0.493)

9-11 years 0.21 (0.409) 0.19 (0.395) 0.23 (0.418) 0.16 (0.371)

12 years 0.35 (0.478) 0.28 (0.451) 0.41 (0.491) 0.26 (0.439)

≥ 13 years 0.21 (0.410) 0.28 (0.449) 0.16 (0.370) 0.15 (0.358)

Last Occupation

Nb 2369 1075 1294 919

Farmer 0.02 (0.129) 0.03 (0.179) na 0.02 (0.147)

Service 0.15 (0.359) 0.07 (0.258) 0.21 (0.410) 0.05 (0.209)

Laborer 0.03 (0.176) 0.06 (0.244) 0.01 (0.091) 0.02 (0.151)

Operative 0.17 (0.378) 0.16 (0.370) 0.18 (0.384) 0.23 (0.422)

Crafts 0.09 (0.292) 0.21 (0.405) 0.01 (0.087) 0.05 (0.227)

Sales 0.04 (0.193) 0.04 (0.196) 0.04 (0.19) 0.02 (0.139)

Clerical 0.13 (0.338) 0.05 (0.217) 0.19 (0.395) 0.09 (0.289)

Manager 0.10 (0.303) 0.16 (0.368) 0.06 (0.232) 0.04 (0.185)

Professional 0.09 (0.293) 0.12 (0.328) 0.07 (0.261) 0.06 (0.243)

1983 Pre-Tax Family Income

Nb 2526 1091 1435 1208

Overall Mean 34 233 (32 467) 39 715 (34 337) 30 065 (30 327) 19 252 (18 242)

Survey-Based Indicators

Total Wealth

Nb 2526 1091 1435 1208

Overall Mean 118 356 (345 277) 135 801 (369 394) 105 093 (325 254) 114 855 (424 458)

1979-1983 Post-Tax Family Income

Nb 2526 1091 1435 1208

Overall Mean 29 040 (21 338) 32 644 (21 825) 26 301 (20 549) 19 289 (29 755)

1979-1983 Family Income-to-Needs

Nb 2526 1091 1435 1208

Overall Mean 3.7 (3.4) 4.2 (3.5) 3.4 (3.3) 3.0 (4.9)

“Exogenous” Indicators

1969-1975 Post-Tax Family Income

Nb 2526 1091 1435 1208

Overall Mean 26 433 (14 480) 28 064 (14 177) 25 193 (14 590) 20 110 (14 181)

1969-1975 Family Income-to-Needs

Nb 2526 1091 1435 1208

Overall Mean 2.7 (1.9) 2.9 (1.9) 2.6 (2.0) 3.0 (2.5)

aUnweighted mean (standard deviation).
bNumber of nonmissing observations on analysis variable.
Source: Authors’ calculations based on the Panel Study of Income Dynamics.

Death is recorded in the PSID as a reason
for attrition from the sample. In the majority
of instances, deaths are reported in the next
annual interview by a surviving household
member. For individuals who were living
alone when last interviewed, information
about death comes from a variety of sources,
including a surviving contact person, the ad-
ministrator of the deceased individual’s estate,
or the post office (via returned mail). Compar-
isons of PSID data with vital statistics mortal-
ity data from the NCHS generally show close
agreement.

Sample
The analysis of PSID data is based on

3734 individuals aged 45 and older who
participated in the 1984 interview. Deaths
among these individuals were tracked be-
tween 1984 and 1994. Over this period 298
deaths (11.8%) were recorded for the nonel-
derly cohort (aged 45 through 64; 67.8% of
the sample) and 535 deaths (44.3%) were re-
corded for the elderly cohort (aged 65 and
older; 32.2% of the sample). Mortality was
linked with SES indicators by means of Pois-
son regression models that included additive
controls for age in 1984, race/ethnicity
(Black vs all other), and sex. Although the rel-
atively small sample available in the PSID
precluded estimation of separate models for
most demographic subgroups, we did esti-
mate a complete set of models separately for
nonelderly men and women (aged 64 years
or younger in 1984; n=1091 and 1435, re-
spectively). In all cases, we calculated Huber-
White robust standard errors using Stata (ver-
sion 6.0) to account for the geographically
clustered nature of the sample.46

We distinguished three kinds of SES indi-
cators: (1) administrative data indicators,
which can be collected in most health data,
including death and birth certificates; (2) sur-
vey indicators that can be collected in a
household survey; and (3) exogenous indica-
tors measured a decade or more before the
measurement of the health outcome, which
are likely free from the serious bias caused by
health status affecting SES.

Administrative Data Indicators
Included in our set of readily collected SES

indicators were years of completed schooling,

most recent occupation, and total family in-
come. Several of the PSID’s interviewing
waves included a direct question about com-
pleted schooling; we took the most recent re-
port before the 1984 interview. Descriptive

information about this and all other indicators
is presented in Table 1.

The PSID asked for information about oc-
cupation whenever a respondent reported
being employed at the time of the interview
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or in the calendar year preceding it; again, we
took the most recent report before the 1984
interview. Questions used to determine occu-
pation were identical to those asked in Cen-
sus Bureau surveys, and responses were
coded to the 1970 US Census occupational
classifications. The ordinal scale used in the
inequality index method (discussed below)
was based on the following ranking of occu-
pations: professional, managerial, clerical,
sales, crafts, operatives, laborers, service, and
farmer. This ordering follows the pattern of
mortality risk across occupations reported by
Moore and Hayward.47

Total household income comes from a se-
ries of questions asked in the 1984 interview
about income received by all family members
during the calendar year 1983. The detailed
nature of the questions is likely to yield more
reliable measurement of income than would
be obtained from a single question. In con-
trast to the case for other income-based indi-
cators described in the next paragraph, we do
not subtract taxes from household income,
given that the data required for such an ad-
justment are not likely to be available in ad-
ministrative data sources. Similarly, it may not
be feasible to collect sufficiently high-quality
income information from death certificates.

Survey-Based Indicators
Our list of survey-based indicators consists

of SES indicators that can be collected in a
cross-sectional or short-run longitudinal
household survey. Our household-income in-
dicator averages reports of household income
over the 5 calendar years between 1979 and
1983. We inflated all dollar-based indicators
in our analysis to 1984 price levels using the
CPI-UX1 component of the Consumer Price
Index. To approximate disposable household
income, we subtracted federal income taxes
and social security taxes from the household’s
total cash income.

We obtained a household size–adjusted
indicator of household income by dividing an
individual’s household income by a Census
Bureau–based poverty threshold that ac-
counts for family size. For example, in 1999,
the poverty threshold for a family of 4—2
adults and 2 children—was $16895. An indi-
vidual with that level of household income
would have an “income-to-needs” ratio of 1.0;

an income of $33790 would produce a ratio
of 2.0. We constructed a measure of house-
hold wealth at the time of the 1984 interview
from a sequence of questions designed to
gather comprehensive information about the
assets and liabilities of the household.

Exogenous Indicators From Long-Term
Prospective Studies

That SES may reflect rather than cause
health status is a persistent problem for stud-
ies of SES–health linkages. The PSID data
span a long period dating back to 1968 and
thus provide researchers with SES measure-
ments from a decade or more before the pe-
riod over which mortality is measured. Our
strategy for compiling a set of exogenous SES
indicators was to measure everything before
the 1976 interview and to adjust our regres-
sion estimates to reflect whether individuals
reported health limitations during that inter-
view. Our 2 exogenous indicators were
household income and family size–adjusted
household income, both averaged over the
years between 1967 and 1975. To minimize
the possible effects of health selection in the
analysis, we also controlled for disability, as
defined by a 1976 self-reported response to
the question, “Do you have any physical or
nervous condition that limits the type of work
or the amount of work that you can do?”

We related SES indicators to mortality by
creating indices of inequality based on each
of our socioeconomic indicators28,48 and esti-
mating the relationship between these indices
and mortality using Poisson regression. In
analyses not included here, we also used Cox
regression models to estimate the relative
mortality risk of individuals in the bottom vs
the top deciles of the income and wealth dis-
tributions. Results were similar to those re-
ported here.

Following Pamuk,49 Kunst and Macken-
back,48 and Smith et al.,28 we created indices
for each of our SES indicators by assuming
that the SES of a group (e.g., those who did
not complete high school) is determined by
the group’s relative position in the hierarchy
for that indicator (e.g., education). Thus, the
socioeconomic position of each group is as-
signed a value between 0 and 1 based on the
proportion of the population with a higher po-
sition on the SES indicator than the midpoint

of the given group. For example, if 10% of the
population were in the highest educational
group, the relative position of its members
would be between 0 and 0.10, the midpoint
being 0.05. If the next group contained an
additional 16% of the population, this group
would be assigned an index value of 0.18
(=0.1+[0.16/2]). We calculated an index of
this type for each of our SES indicators.

We used Poisson (log-linear) regression to
examine the relation of numerical indicators
of SES to mortality. Coefficients transformed
by (expβ) were used to show the relative risk
of mortality for those at the bottom of the so-
cial hierarchy compared with those at the top.
Following Smith et al.,28 we referred to the
relative inequality index as RII.

RESULTS

Table 2 presents Poisson regression–based
risk estimates and 95% confidence intervals
for our various SES indicators. We obtained
the estimates in each cell in the table from re-
gressions containing age, race/ethnicity, and
the indicated SES indicator only. In cases
where the male and female samples are com-
bined, the regressions also control additively
for sex.

The first three rows of Table 2 reveal that
the inequality index method produces a sig-
nificant mortality association for occupation
and family income, but not education, in the
nonelderly cohort. (Because all SES contrasts
are reverse scaled, a risk estimate that ex-
ceeds 1.0 indicates higher mortality associ-
ated with lower SES levels.) Breaking the
nonelderly cohort down by sex produces
somewhat higher SES-related mortality risks
for women than for men (the exception being
occupation), but only in the case of women’s
1983 pretax family income is the risk esti-
mate statistically significant at conventional
levels. Only the family income administrative
data indicator had significant mortality effects
among individuals in the elderly cohort.

Results for the survey-based SES indicators
(all of which measure economic resources)
are presented in the fourth through sixth rows
of Table 2. For the nonelderly cohort, all SES
indicators were significantly associated with
mortality, with relative rates of mortality
standing at about 3.0. In all cases, these rates
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TABLE 2—Age-, Sex-, and Race/Ethnicity-Adjusted Relative Rates of Mortality According 
to Administrative, Survey, and Exogenous Data Indicatorsa

Aged 45–64 Aged ≥ 65

Total Men Women Total

Administrative data indicators

Education RII 1.59 (0.96, 2.64) 1.67 (0.89, 3.10) 2.04 (0.83, 5.02) 1.48 (0.95, 2.31)

Occupation RII 2.34 (1.19, 4.57)* 2.37 (1.00, 5.63)* 2.01 (0.71, 5.70) 0.73 (0.38, 1.39)

1983 pre-tax family income RII 3.46 (2.07, 5.78)* 1.64 (0.77, 3.50) 3.87 (1.89, 7.93)* 1.58 (1.17, 2.14)*

Survey data indicators

Wealth RII 2.86 (1.50, 5.45)* 2.51 (1.15, 5.44)* 4.51 (1.84, 11.0)* 2.05 (1.48, 2.85)*

1979–1983 post-tax family income RII 2.95 (1.67, 5.20)* 1.68 (0.82, 3.44) 4.60 (2.20, 9.64)* 1.50 (1.12, 2.00)*

1979–1983 family income-to-needs RII 3.04 (1.63, 5.68)* 1.74 (0.73, 4.16) 3.68 (1.54, 8.78)* 2.06 (1.34, 3.19)*

Exogenous indicators

1969–1975 post-tax family income RII 1.94 (0.93, 4.08) 1.26 (0.62, 2.54) 3.97 (1.61, 9.79)* 1.38 (1.04, 1.85)*

1969–1975 family income-to-needs RII 1.95 (1.01,3.75)* 1.49 (0.72,3.06) 2.31 (0.96, 5.53) 1.47 (1.06, 2.03)*

Note. Calculations are the authors’ and are based on the Panel Study of Income Dynamics. CI = confidence interval.
aCIs are in parentheses.
*Significant at the .05 level.

were higher for women than for men. As a
final generalization, the rates were universally
smaller for the elderly than for the nonelderly
cohort. Comparing income indicators in the
administrative and survey categories reveals
that the relative mortality rates are not sub-
stantially affected either by lengthening the
accounting period from 1 year to 5 years or
by adjusting family income for family size.

Results for the final, exogenous set of indi-
cators were drawn a decade or more before
the beginning of the interval over which mor-
tality is assessed (final two rows of Table 2).
To enhance our efforts to assess the exoge-
nous effects of these SES components, we in-
troduced an additive control for 1976 self-
reported work limitations into all the
regressions. By and large, measuring the eco-
nomic indicators of SES in the late 1960s
and early 1970s reproduced the patterns
found for the economic indicators measured
in the late 1970s and early 1980s. House-
hold income, in this case averaged over the
years between 1967 and 1975, continued to
be more strongly associated with subsequent
mortality for women than for men and for
the nonelderly than for the elderly cohort.

Risk ratios for the elderly cohort were evi-
dent for both the more distant and the more
recent SES indicators, suggesting that eco-
nomic status before and during retirement is

an important determinant of postretirement
health. The fact that the risk ratios are never
as strong for the elderly cohort as they are for
the nonelderly cohort suggests that some of
the health effects of SES may take the form
of survival until age 65.

To assess which SES indicators retain their
explanatory power in the presence of controls
for other SES indicators, we undertook the
series of regressions summarized in Table 3.
In all cases we used the inequality index
method and controlled for sex, age, and race/
ethnicity. The first row shows the relative risk
(1.59) associated with education for the non-
elderly cohort and includes our demographic
controls but no other SES indicators. By de-
sign, this estimate is identical to the one pre-
sented in the first row and column of Table 2.
In contrast, the relative risk shown in the sec-
ond row (.56) includes controls for occupa-
tion and for posttax family income in the
years between 1979 and 1983. In neither
case are these estimates significantly different
from 1.0 at conventional levels. The occupa-
tion effect is also reduced in the presence of
economic controls, but the associations of in-
come and wealth with mortality are not di-
minished after controlling for occupation and
education. A qualitatively similar result ap-
plies to the elderly cohort, although the ab-
solute levels of the risk ratios are consider-

ably lower than are those for the nonelderly
cohort.

DISCUSSION

Our examination of “optimal” SES indica-
tors was decidedly empirical and was based
on the indicators’ sensitivity to mortality risk.
We find that economic indicators are consid-
erably more sensitive than traditional ones
and suggest that the former should be a stan-
dard feature of the US measurement system
for monitoring links between SES and health.

Our objective here was to enumerate al-
ternative SES indicators and to assess their
associations with mortality using prospective
data from a nationally representative survey.
Although we found some SES–mortality
gradients for education and occupation, the
most powerful associations were seen for
the economic indicators—wealth and family
income. These associations were generally
stronger for women than for men and for
the nonelderly cohort than for the elderly
cohort. They diminished little when they
were measured 9 to 15 years before the
mortality observation window or in the
presence of adjustments for education and
occupation.

One of our most striking findings was the
high mortality risk for women with low fam-
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TABLE 3—Multivariate Analysis of Age-, Sex-, and Race/Ethnicity -Adjusted Relative Rates
of Mortality According to Administrative and Survey Data Indicators (95% CI)a

1979–1983
Age, Sex, and Posttax Family Relative Risk

Variables Used in Regressionb Race/ethnicity Education Occupation Income Index RII (95% CI)

Age 45–64

Education x 1.59 (0.96, 2.64)

Education x x x 0.56 (0.25, 1.23)

Occupation x 2.34 (1.19, 4.57)*

Occupation x x x 1.67 (0.61, 4.55)

Wealth x 2.86 (1.50, 5.45)*

Wealth x x x 2.75 (1.40, 5.41)*

1979–1983 posttax family income x 2.95 (1.67, 5.20)*

1979–1983 posttax family income x x x 3.58 (1.78, 7.18)*

Age ≥ 65

Education x 1.48 (0.95, 2.31)

Education x x x 1.05 (0.66, 1.69)

Occupation x 0.73 (0.38, 1.39)

Occupation x x x 0.41 (0.15, 1.15)

Wealth x 2.05 (1.48, 2.85)*

Wealth x x x 1.92 (1.38, 2.66)*

1979–1983 post-tax family income x 1.50 (1.12, 2.00)*

1979–1983 post-tax family income x x x 1.27 (0.89, 1.79)

Note. Calculations are the authors’ and are based on the Panel Study of Income Dynamics. CI = confidence interval.
aCIs are in parentheses.
bx indicates variables included in regression.
*Significant at the .05 level

ily incomes during their preretirement years.
This finding is in stark contrast to those of
other studies that have reported a weaker so-
cioeconomic gradient in mortality for
women, particularly when education and oc-
cupational class are considered,24 and it sup-
ports the argument that those indicators may
not adequately capture women’s SES. For ex-
ample, women receive lower income returns
from education than do men, and occupa-
tional classification systems based on the
characteristics of male-dominated occupa-
tions do not capture the hierarchy of wom-
en’s occupations.39 Further research is
needed to elucidate the ways in which the
material and symbolic dimensions of SES dif-
ferentially affect the health of men and
women.

Although our analysis distinguished SES–
mortality associations between elderly and
nonelderly cohorts and was able to measure
some components of SES more than a dec-
ade before the mortality observation win-

dow, we only began to exploit the potential
of a life-course-analysis perspective on links
between SES and mortality. A more com-
plete analysis would better examine the ways
in which socioeconomic resources are ac-
quired through training and lost through fail-
ing health.

Our results suggest that economic compo-
nents of SES should be a standard feature of
the measurement system for monitoring links
between SES and health. It is feasible to
gather reasonably valid information about in-
come and wealth in surveys without compro-
mising response rates.50 Efforts to gather this
information as part of collecting administra-
tive data may be more difficult. However, the
far superior explanatory power of income-
and wealth-based indicators of SES as com-
pared with the more conventional indicators
of education and occupation suggests the
value of methodological efforts to support the
collection of economic indicators as part of
administrative data systems.
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Objectives. Newspapers play a key role in disseminating information and shaping per-
ceptions about health, research, and policies. Inadequate or misleading reporting con-
stitutes a public health threat that can jeopardize individual health and lead to harmful
health policies.

Methods. Surveys were mailed to 165 reporters at 122 newspapers in 5 Midwest
states. The association of training, newspaper size, and experience with reporter’s self-
perceived reporting ability was assessed.

Results. The response rate was 69.6% (115/165). Between 66% and 85% of the re-
porters assessed 4 tasks vital to sound health reporting as “sometimes difficult” to
“nearly always difficult.” No significant differences in perceived ability were found by
training or newspaper size. Respondents with less experience reported higher perceived
ability.

Conclusions. These findings show that reporters may have difficulty understanding com-
plex health issues and interpreting statistics because they are inadequately trained. (Am
J Public Health. 2002;92:1158–1160)

mailed yielded a response rate of 115/165, or
69.6%.

Researchers asked participants how often
they report health news, from full-time to
rarely, as well as how much they report on
health policy, medical research, consumer
health, health business, public health, or other
related topics. Participants rated their ability
in 5 skill areas (e.g., understanding key health
issues) on a 5-point Likert scale ranging from
1 (nearly always easy to do) to 5 (nearly al-
ways difficult to do). The Cronbach α coeffi-
cient for the 5-item measure was .67. This
measure has not been independently vali-
dated for reliability.

Participants rated their interest in covering
health issues on a 4-point Likert scale (1=
very strong: I want to cover it indefinitely;
4=weak: I don’t like it and would prefer an-
other beat). Questions about training for re-
porting health news employed yes-or-no an-
swers. Researchers did not define training or
ask respondents to do so. The validity of this
measure has not been independently assessed.

For questions about confidence in report-
ing health news and interpreting statistics, re-
spondents’ ratings could range from 1 (not at
all confident) to 4 (very confident). Finally,
participants’ agreement with 9 statements as-

Checking the Pulse: Midwestern Reporters’ Opinions 
on Their Ability to Report Health Care News
| Melinda Voss, MPH   

sessing their perceptions of health news (e.g.,
news media who cover health concentrate too
much on spot news) was measured on a 5-
point Likert scale (1=strongly agree; 5=dis-
agree strongly). Demographic variables were
self-reported.

Frequencies were examined to assess need
for training, attitudes about covering health
news, and perceptions of the quality of health
news. Differences in perceived ability by
training (training vs no training), newspaper
size (>25000 vs <25000 weekday circula-
tion), and health reporting experience (>5
years vs <5 years) were assessed. t tests were
conducted with perceived ability as a continu-
ous variable. P values of < .05 were consid-
ered significant.

RESULTS

About three quarters (77.4%) of respon-
dents (see Table 1 for their demographic char-
acteristics) stated that they reported on health
half or less than half of the time, whereas
about 14% covered health full-time. Nearly
83% (n=94) reported having received no
training for covering health news. Of those,
about 73% (n=62) said that training would
be helpful. Nearly 84% (n=96) reported hav-

The mass media provide important informa-
tion to the public about research, policies,
and the health business,1–3 yet a study of sci-
ence reporters found that 77% acknowl-
edged that they do not understand the com-
plexities of scientific subjects.2 Reporters
have been criticized for careless, inadequate,
or unfair coverage,4–13 and even reporters
themselves have criticized the quality of
health news.14–16 Inadequate, misleading, or
incomplete news reporting constitutes a pub-
lic health threat. Such reporting can lead peo-
ple to make misguided choices that may put
their health at risk or influence policymakers
to adopt inadequate or harmful laws, regula-
tions, or policies.

Traditionally, reporters are not trained in
the subjects they cover, although evidence in-
dicates that they want such training.16–19 For
health reporters, vital skills may include un-
derstanding complex health issues, finding re-
liable sources, placing research findings in
context, and producing balanced, thorough
stories on tight deadlines, as well as interpret-
ing statistics.

This study examines health reporters’ per-
ceptions about their ability to report health
news; additionally, it may help public health
professionals, who need to become more
aware of reporters’ constraints, to aid and work
with the media to ensure quality reporting.

METHODS

Participants were health reporters at daily
newspapers in 5 Midwestern states (Minne-
sota, Iowa, South Dakota, North Dakota, and
Wisconsin). Reporters at 122 newspapers
identified by Burrelle’s Media Directory (Liv-
ingston, NJ; July 1998) received surveys.
Identification of individuals surveyed oc-
curred through telephone conversations with
reporters or editors. Surveys were anony-
mous. A return of 115 completed surveys and
1 uncompleted survey from 165 surveys
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TABLE 1—Characteristics of Survey
Respondents (N=115)

% (n)

Gender

Female 60.5 (n = 69)

Male 39.5 (n = 45)

Age

20–30 21.1 (n = 24)

31–40 25.4 (n = 29)

41–50 35.1 (n = 40)

> 50 18.4 (n = 21)

Experience in journalism

< 2 years 4.4 (n = 5)

> 2 years but < 5 years 18.6 (n = 21)

> 5 years but < 10 years 13.3 (n = 15)

> 10 years but < 20 years 31.9 (n = 36)

> 20 years 31.9 (n = 36)

Experience covering health

< 2 years 22.8 (n = 26)

> 2 years but < 5 years 22.8 (n = 26)

> 5 years but < 10 years 21.9 (n = 25)

> 10 years 32.5 (n = 37)

Race/ethnicity

White 95.6 (n = 109)

African American 0.9 (n = 1)

American Indian 0.0 (n = 0)

Asian or Pacific Islander 2.6 (n = 3)

Hispanic 0.0 (n = 0)

Other 0.9 (n = 1)

Highest level of education completed

High school or equivalent 1.8 (n = 2)

Some college or technical training 10.5 (n = 12)

Two-year degree or certificate 4.4 (n = 5)

Bachelor’s degree 66.7 (n = 76)

Master’s degree 15.8 (n = 18)

PhD 0.9 (n = 1)

Weekday circulation of newspaper

< 10 000 25.0 (n = 28)

> 10 001–25 000 25.9 (n = 29)

> 25 001–50 000 17.9 (n = 20)

> 50 001–100 000 12.5 (n = 14)

> 100 001–250 000 8.0 (n = 9)

> 250 000 10.7 (n = 12)

TABLE 2—Self-Perceived Reporting Ability by Category (N=115)

Perceived Ability, %

Easy Difficult
Reporting Task Mean Score (SD) 1 2 3 4 5

Finding reliable sources 2.10 (0.87) 26.1 43.5 25.2 4.3 0.9

Understanding key health issues 3.16 (0.78) 1.8 15.9 49.7 31.0 2.7

Putting health news in context 3.30 (1.00) 5.3 26.3 47.4 18.4 2.6

Producing balanced stories on deadlines 3.38 (1.11) 1.7 31.3 43.5 18.3 5.2

Interpreting statistical data 3.64 (1.37) 1.8 13.3 51.3 27.4 6.2

Overall perceived ability (n = 115) 3.05 (0.60)

Note. 1 = Nearly always easy to do, 2 = Usually easy to do, 3 = Sometimes easy to do, sometimes difficult, 4 = Often difficult to
do, 5 = Nearly always difficult to do. Bold percentages show where the majority of responses fall.

ing received no training in interpreting health
statistics. Of those, nearly 68% (n=80) said
that training would be helpful.

Fifty-one percent of respondents said that
they had a strong interest in covering health.
Of those, roughly half said that they wanted

to cover health indefinitely. Another 44.1%
said that they liked covering health but could
easily shift to another subject. Reporters at
newspapers with weekday circulation under
25000 had a mean score of 2.34 (SD=0.91)
in rating their interest in covering health, and
reporters at larger newspapers had a mean
score of 2.22 (SD=0.94). A t test showed no
significant difference (P=.51, t=.65, df=
108).

Table 2 shows percentages of perceived
ability in 5 categories. About one-third of re-
spondents said that understanding key
health issues and interpreting health statis-
tics were often or nearly always difficult to
do. Putting health news in context was
nearly always easy or usually easy to do for
about 32%.

Nearly three quarters of respondents said
that they were moderately or very confident
in their ability to report h0ealth news. An-
other 25% said that they were not at all or
were somewhat confident. Less than half said
that they were moderately or very confident
about reporting statistics. In rating confidence
in health-reporting ability, small-newspaper
reporters (n=63) had a mean score of 3.12
(SD=0.77), and respondents from larger pa-
pers (n=49) had a mean score of 2.00 (SD=
0.82). A t test showed no significant differ-
ence (P=.21, t=–1.24, df=110).

The average score for perceived ability in
reporting health news was 2.98 (SD=0.59)
among respondents with less than 5 years’ ex-
perience (n=52) and 2.76 (SD=0.55)
among those with more than 5 years’ experi-
ence (n=62). In this instance, a significant

difference was found (P=.04, t=2.0, df=
112): respondents with less experience re-
ported higher perceived ability.

Average perceived ability was 2.87 (SD=
0.61) among respondents at smaller newspa-
pers (weekday circulation <25000, n=49)
and 2.87 (SD=0.54) among those at larger
newspapers (n=64). No significant difference
was found (P=.94, t=.06, df=111).

Fifty-five percent agreed that the news
media often do not provide context for health
stories. Nearly 23% disagreed. About 40%
agreed that most health reporters lack ade-
quate training to cover health; less than one
third (29.2%) disagreed.

DISCUSSION

This study examined reporters’ perceptions
about their ability to report health news and
whether health reporting experience, training,
or newspaper size affects perceived ability.
Results strongly suggest that health reporters
are aware that they lack proficiency and want
help. Only 31% and 9.7%, respectively, felt
very confident in reporting health news and
interpreting health statistics. In contrast, be-
tween 66% and 85% of respondents as-
sessed 4 of 5 critical skills required for sound
health reporting as sometimes difficult to
nearly always difficult. Four troublesome
skills for respondents are understanding key
health issues, putting health news in context,
producing balanced stories on deadline, and
interpreting statistics.

These difficulties may stem from inade-
quate training. Nearly 83% of respondents re-
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ported that they had no training for covering
health. Over half indicated a strong interest in
covering health, suggesting that many re-
porters want to do a good job. Reporters at
smaller papers were just as likely as those at
larger papers to express a strong interest, sug-
gesting that training should include small
newspapers.

Respondents gave the news media low
marks for health news coverage. About half
of the respondents agreed that the media
often do not provide context. Respondents’
views mirror science reporters’ perceptions
reported in a study based on a national sur-
vey.2 This result suggests that certain criti-
cisms of news coverage by those outside jour-
nalism are valid and that newspapers should
address those criticisms.

Study limitations included a measure for
perceived ability that has not been validated
outside this study. Also, the use of a Mid-
western sample may limit generalizability. Fi-
nally, because the study is cross-sectional, no
data are available to indicate whether per-
ceptions about training and the survey ques-
tions changed over time. This study con-
tributes to research on training needs of
health reporters by showing relatively high
degrees of perceived difficulty with essential
tasks. This result may mean that the quality
of health reporting is low, contradicting a
widespread belief held by the journalism
community that reporters are trained to ask
the right questions, analyze complexity, and
write understandable stories.2 This assump-
tion does not consider that health matters
often rely on statistics, science, economics,
and related disciplines. Most journalism
schools have not required such training.
Most news executives have not perceived
statistics courses as important,20 yet without
proficiency in these subjects, many health
professionals and scientists believe,2,8–13 re-
porters may shortchange or harm readers
with poor reporting.

Thus, the need for better training of health
reporters seems clear. Public health profes-
sionals could help educate reporters who con-
tact them for information and could also
place pressure on newspapers to train health
reporters. Further research is needed to ex-
amine how much and what training would be
most effective.
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Objectives. This study examined rural–urban gradients in US suicide mortality and
the extent to which such gradients varied across time, sex, and age.

Methods. Using a 10-category rural–urban continuum measure and 1970–1997
county mortality data, we estimated rural–urban differentials in suicide mortality over
time by multiple regression and Poisson regression models.

Results. Significant rural–urban gradients in age-adjusted male suicide mortality were
found in each time period, indicating rising suicide rates with increasing levels of rurality.
The gradient increased consistently, suggesting widening rural–urban differentials in
male suicides over time. When controlled for geographic variation in divorce rate and
ethnic composition, rural men, in each age cohort, had about twice the suicide rate of
their most urban counterparts. Observed rural–urban differentials for women dimin-
ished over time. In 1995 to 1997, the adjusted suicide rates for young and working-age
women were 85% and 22% higher, respectively, in rural than in the most urban areas.

Conclusions. The slope of the relationship between rural–urban continuum and sui-
cide mortality varied substantially by time, sex, and age. Widening rural–urban dispari-
ties in suicide may reflect differential changes over time in key social integration indi-
cators. (Am J Public Health. 2002;92:1161–1167)

Increasing Rural–Urban Gradients in US Suicide 
Mortality, 1970–1997 
| Gopal K. Singh, PhD, MS, MSc, and Mohammad Siahpush, PhD, MS

rural–urban continuum variable developed by
the US Department of Agriculture.17 This vari-
able classifies 3103 US counties into 10 dis-
tinct groups on the basis of the counties’ popu-
lation size and their proximity to metropolitan
areas. The 10 categories, in declining order of
urbanization, are defined as follows: (1) cen-
tral counties in metropolitan areas with 1 mil-
lion people or more; (2) fringe counties in
metropolitan areas with 1 million people or
more; (3) counties in metropolitan areas with
250000 to 1000000 people; (4) counties in
metropolitan areas with fewer than 250000
people; (5) urban counties with a population
of 20000 or more, adjacent to a metropolitan
area; (6) urban counties with a population of
20000 or more, not adjacent to a metropoli-
tan area; (7) urban counties with a population
of 2500 to 19999, adjacent to a metropolitan
area; (8) urban counties with a population of
2500 to 19999, not adjacent to a metropoli-
tan area; (9) rural counties with a population
of less than 2500, adjacent to a metropolitan
area; and (10) rural counties with a population
of less than 2500, not adjacent to a metropoli-
tan area. The number of counties in each of
these 10 county groups was 169, 132, 323,

203, 137, 110, 616, 643, 247, and 523, re-
spectively. The 10 county groups respectively
accounted for the following percentages of the
total US population in 1990: 45.5, 3.6, 22.3,
7.9, 4.0, 2.5, 6.5, 5.1, 1.0, and 1.4.

Using national mortality data files main-
tained by the National Center for Health Sta-
tistics, we obtained age-, sex-, and county-spe-
cific annual suicide deaths from 1970 through
1997.1,2 Age-, sex-, and county-specific popula-
tion estimates for 1970 to 1997 prepared by
the US Bureau of the Census were used as de-
nominators.18,19 Each of the 3103 counties on
the mortality data set was assigned 1 of the
10 rural–urban continuum codes. Alaska was
not assigned a code and was therefore ex-
cluded from our analysis. Age-, sex-, and
county-specific deaths and populations were
summed within the 10 categories of the rural–
urban variable and the following 6 time peri-
ods: 1970 to 1974, 1975 to 1979, 1980 to
1984, 1985 to 1989, 1990 to 1994, and
1995 to 1997. The adjustment by age of sui-
cide mortality rates was performed by the di-
rect method, with the age composition of the
1990 US population used as the standard. We
calculated age-adjusted death rates and stan-

Suicide is the eighth leading cause of death in
the United States.1 Although the US age-
adjusted suicide mortality rate for men has
changed very little over the past 3 decades, na-
tional mortality data indicate that the rate has
declined fairly consistently among women, at
an average rate of 2.25% per year between
1970 and 1997.2 Social isolation (or lack of so-
cial integration) has long been recognized as
one of the major determinants of suicide.3–12

Although social isolation can be measured at
the individual level by such measures as living
alone and absence of social support, it can also
be considered as a measure of the social envi-
ronment.3–5,7,12 Levels of rurality and of urban-
ization can be viewed as one such mac-
rosocietal measure.12,13

A number of studies have shown that rural
areas tend to have higher suicide mortality rates
than urban areas.12,14–16 Besides physical and so-
cial isolation and limited opportunities for social
interaction and networks in rural areas, a num-
ber of other societal factors, such as unfavorable
changes in the demographic structure and so-
cioeconomic and industrial activity that causes
social instability and disruption, have been cited
as possible reasons for comparatively higher sui-
cide rates in rural areas.12,14–16 The extent to
which suicide rates vary in response to the de-
gree of rurality or urbanization has not been
well studied. Furthermore, the degree to which
rural–urban disparities in US suicide mortality
among men and women have changed over
time has not been examined. This report empir-
ically examines rural–urban patterns in US sui-
cide mortality and the extent to which rural–
urban gradients in male and female suicide
mortality have changed, both overall and for
those aged 15 to 24, 25 to 64, and 65 years
and older, during the period 1970 to 1997.

METHODS

To analyze time trends in rural–urban sui-
cide differentials, we used a 10-category
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dard errors across each rural–urban category
and time period by using 5-year age-specific
death rates for the following 18 age groups: 0
to 4, 5 to 9, 10 to 14, 15 to 19, 20 to 24, 25
to 29, 30 to 34, 35 to 39, 40 to 44, 45 to
49, 50 to 54, 55 to 59, 60 to 64, 65 to 69,
70 to 74, 75 to 79, 80 to 84, and 85 years
and older.1,20

The rural–urban differentials in suicide
mortality were estimated separately for men
and women. To examine the extent to which
the rural–urban gradient varied across time,
we modeled, using multiple linear regression,
county-specific age-adjusted suicide rates (the
dependent variable) as a function of rural–
urban continuum (treated as a continuous in-
dependent variable) separately for each of the
6 time periods. The yearly suicide mortality
trends for the most rural and most urban
county groups were summarized by annual
exponential rates of change.21 To estimate rel-
ative risks of suicide for each rural–urban
continuum category, we fitted Poisson regres-
sion models to the age-, sex-, and county-spe-
cific suicide death data with a log link func-
tion and the corresponding stratum-specific
log population as an offset variable for the
time periods 1980 to 1984, 1985 to 1989,
1990 to 1994, and 1995 to 1997.22 The age-
and sex-specific Poisson models were also fit-
ted for 1970 to 1974 and for 1975 to 1979,
but these models are not presented or dis-
cussed here for the sake of brevity. In all Pois-
son models, the most urban county group was
selected as the reference category. All models,
fitted by the SAS GENMOD procedure,23

showed reasonable fit as determined by the
likelihood ratio statistic or deviance.

We also estimated the effect of the rural–
urban continuum on suicide mortality after
adjusting for county-level variations in ethnic
composition and for divorce rate, an impor-
tant indicator of social disintegration.3,4 High
divorce rates are associated with rising sui-
cide rates,3,4,11,12 and Whites and American
Indians have substantially higher suicide
rates than other racial/ethnic groups in the
United States.24 Thus, we included county-
level divorce rates (number of divorces per
1000 people aged 15 years and older), the
percentage of Whites, and the percentage of
American Indians in 1970, 1980, and 1990
as control variables along with rural–urban

continuum (coded as a continuous variable)
in the sex- and time-specific regression mod-
els of county suicide rates. Other important
social integration indicators, such as unem-
ployment rate, percentage of population liv-
ing alone, percentage employed in agricul-
tural or farming occupations, and income
inequality, were considered but were ex-
cluded from the county-level regression mod-
els because of their high collinearity with di-
vorce rate.

RESULTS

Table 1 shows age-adjusted male and fe-
male suicide rates for the 10 rural–urban
county groups over each of the 6 study time
periods. For men, suicide rates were generally
higher in more rural areas than in urban
areas, especially for the more recent time pe-
riods. For the periods 1980 to 1984, 1985 to
1989, 1990 to 1994, and 1995 to 1997, the
male suicide rate for the most rural county
group was respectively 21%, 26%, 37%, and
54% higher than the rate for the most urban
county group. The rural–urban gradient for
males, measured by the regression slope of
county-level age-adjusted suicide rates on the
rural–urban continuum, was positive and sta-
tistically significant for each time period ex-
cept 1970 to 1974, suggesting rising suicide
rates with increasing levels of rurality. More-
over, the size of the rural–urban gradient in-
creased consistently across time, indicating
widening rural–urban differentials in male
suicide mortality.

For women, different rural–urban patterns
in suicide mortality can be noted, especially
from 1970 to 1989. For the first 4 time peri-
ods, female suicide rates were generally
higher in more urban areas than in more
rural areas. For the periods 1970 to 1974,
1975 to 1979, 1980 to 1984, and 1985 to
1989, the female suicide rate for the most
rural county group was respectively 52%,
30%, 24%, and 16% lower than the rate for
the most urban county group. The negative
unadjusted rural–urban gradient also indi-
cates lower female suicide rates at higher lev-
els of rurality, but the declining gradient over
time implies diminishing rural–urban differ-
entials in observed female suicide mortality.
In the period 1995 to 1997, no significant as-

sociation between rural–urban continuum
and female suicide mortality was observed.

Figure 1 shows yearly trends in age-
adjusted suicide rates for the most rural and
most urban county groups. Consistent with
the aforementioned results in Table 1, the
widening of rural–urban differentials for
men and the narrowing of differentials over
time for women is clearly evident. During
the period 1970 to 1997, while the suicide
rate for men in the most urban areas de-
creased at an average annual rate of 0.46%
(95% confidence interval [CI]=0.30%,
0.61%), the rate for men in the rural areas
grew at an average annual rate of 1.08%
(95% CI=0.85%, 1.31%). The observed
suicide rate for women in the most urban
areas decreased at an average annual rate of
3.19% (95% CI=3.03%, 3.36%), whereas
the rate for women in the rural areas de-
clined only slightly or remained fairly sta-
ble from 1970 to 1997.

As seen in Table 1, not only did rural–
urban patterns in suicide mortality vary by
sex, but the crude rural–urban gradients in
suicide were generally much steeper for men
than for women. Men had substantially
higher suicide rates than women in each
county group and time period. However, sex
differentials in suicide mortality appear to
have increased over time in almost all county
groups. For example, the suicide rate was 5
times greater in 1970 to 1974 and 6.7 times
greater in 1995 to 1997 for men than for
women in the most rural county group. The
suicide rate was 2.3 times greater in 1970 to
1974 and 4.3 times greater in 1995 to 1997
for men than for women in the most urban
county group.

Table 1 also shows the effect of rural–
urban continuum on suicide mortality after
adjustment for ethnic composition and di-
vorce rate. Adjustment for ethnic composition
and divorce rates widened the rural–urban
differentials in suicide for men across time,
with the adjusted gradient varying from 0.34
in 1970 to 1974 to 1.30 in 1995 to 1997.
However, adjustment for ethnic composition
and divorce rates to a large extent accounted
for rural–urban differences in suicide mortal-
ity among women between 1970 and 1989
and widened the differentials for 1990 to
1994 and 1995 to 1997 such that rural
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TABLE 1—Age-Adjusted Suicide Mortality Rates for US Men and Women by Rural–Urban Continuum, 1970–1997

1970–1974 1975–1979 1980–1984 1985–1989 1990–1994 1995–1997

Rural–Urban Continnum Rate SE Rate SE Rate SE Rate SE Rate SE Rate SE

Men

Most urban 19.84 0.11 20.36 0.10 19.17 0.09 19.58 0.09 18.74 0.08 17.45 0.10

2nd most urban 20.28 0.41 20.21 0.37 20.08 0.35 22.00 0.34 20.66 0.31 19.85 0.38

3rd most urban 20.13 0.16 20.93 0.15 20.80 0.14 22.09 0.14 21.56 0.13 20.74 0.16

4th most urban 19.93 0.25 20.47 0.24 20.70 0.23 22.21 0.23 22.23 0.22 21.22 0.27

5th most urban 20.83 0.36 20.38 0.33 20.16 0.32 22.88 0.33 22.27 0.31 22.00 0.39

6th most urban 22.07 0.46 22.11 0.44 22.10 0.42 24.67 0.43 25.84 0.43 25.64 0.54

7th most urban 20.67 0.27 21.26 0.26 20.93 0.24 23.23 0.25 23.87 0.25 23.18 0.31

8th most urban 20.77 0.29 21.73 0.28 21.68 0.27 23.79 0.28 24.98 0.28 25.59 0.37

2nd most rural 20.06 0.65 20.63 0.63 21.49 0.61 24.35 0.64 24.44 0.63 24.40 0.80

Most rural 20.71 0.54 21.31 0.52 23.24 0.53 24.57 0.54 25.73 0.56 26.88 0.73

Rate ratio (most rural/most urban) 1.044 1.047 1.212** 1.255** 1.373** 1.540**

Rural–urban gradient (regression slope) 0.149 0.155* 0.307** 0.550** 0.658** 1.000**

Adjusted rural–urban gradienta 0.342** 0.331** 0.662** 0.856** 0.990** 1.304**

Women

Most urban 8.70 0.06 7.61 0.06 6.00 0.05 5.25 0.04 4.57 0.04 4.05 0.05

2nd most urban 6.27 0.22 5.90 0.19 5.01 0.16 4.46 0.14 4.21 0.13 3.88 0.16

3rd most urban 6.79 0.08 6.79 0.08 5.84 0.07 5.28 0.06 4.80 0.06 4.62 0.07

4th most urban 6.27 0.13 6.17 0.12 5.26 0.11 5.27 0.10 4.62 0.09 4.47 0.12

5th most urban 5.94 0.18 5.94 0.17 4.92 0.15 4.87 0.14 4.42 0.13 4.48 0.17

6th most urban 6.36 0.24 6.10 0.22 5.20 0.19 5.50 0.19 4.95 0.18 4.73 0.22

7th most urban 5.43 0.13 5.37 0.13 4.50 0.11 4.44 0.11 4.33 0.10 4.42 0.13

8th most urban 5.25 0.14 5.26 0.13 4.74 0.12 4.80 0.12 4.48 0.12 4.60 0.15

2nd most rural 5.36 0.34 5.33 0.31 4.53 0.28 3.94 0.25 4.06 0.25 4.29 0.33

Most rural 4.13 0.23 5.31 0.26 4.58 0.23 4.43 0.23 4.14 0.22 4.01 0.29

Rate ratio (most rural/most urban) 0.475** 0.698** 0.763** 0.844** 0.906 0.990

Rural–urban gradient (regression slope) –0.253** –0.124** –0.140** –0.078** –0.064** 0.002

Adjusted rural–urban gradienta –0.132** –0.005 –0.002 0.057 0.094* 0.144**

Note. Death rates per 100 000 population are age-adjusted by using the 1990 age composition of the US population as standard. Most urban = central metropolitan county with a population of
over 1 million; 2nd most urban = fringe metropolitan county with a population of over 1 million; 3rd most urban = metropolitan county with a population of 250 000 to 1 000 000; 4th most urban =
metropolitan county with a population of less than 250 000; 5th most urban = urban population of 20 000 or more, adjacent to a metropolitan area; 6th most urban = urban population of 20 000
or more, not adjacent to a metropolitan area; 7th most urban = urban population of 2500 to 19 999, adjacent to a metropolitan area; 8th most urban = urban population of 2500 to 19 999, not
adjacent to a metropolitan area; 2nd most rural = rural population of less than 2500, adjacent to a metropolitan area; most rural = rural population of less than 2500, not adjacent to a
metropolitan area.
aAdjusted rural–urban gradients are derived by regressing age-adjusted county suicide rates on rurality, ethnic composition, and divorce rate.
*P < .05; **P < .01.

areas had significantly higher suicide rates
than urban areas—a pattern consistent with
that for men.

Analysis of time trends in age-adjusted
rates may mask important differences in
trends in age-specific suicide rates. Therefore,
in Table 2 we present relative risks of suicide
for each county group across time, estimated
separately for the young (15–24 years), those
at working age (25–64 years), and the el-
derly (≥65 years). As seen in Table 2, the

higher the degree of rurality, the higher the
suicide rate among young men, especially in
the 1990s. Compared with young men in the
most urban areas, young men living in the
most rural areas had 17% higher suicide rates
in 1980 to 1984 and 60% higher suicide
rates in 1995 to 1997. Rural–urban differen-
tials in suicide mortality were somewhat less
pronounced for men aged 25 to 64 years,
with the relative rate ratios between the most
rural and the most urban areas varying from

1.16 in 1980 to 1984 to 1.48 in 1995 to
1997. For men aged 65 years and older,
rural–urban differentials in suicide were sub-
stantial in each of the time periods, although
they did not appear to increase across time as
sharply as those for young men.

We also estimated adjusted relative risks of
male suicide for each county group by fitting
age-specific Poisson models that included
rural–urban continuum, ethnic composition,
and divorce rate as covariates. To conserve
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FIGURE 1—Age-adjusted US suicide mortality rates for the most urban counties
(metropolitan, 1 million people or more) and the most rural counties (fewer than 2500
people): 1970 to 1997.

space, only the adjusted relative suicide risks
between the most rural and most urban
county groups are presented for each of the 3
age cohorts in Table 2. Controlling for ethnic
composition and divorce rate substantially in-
creased the male suicide differential between
the most rural and most urban county groups
for each age cohort, and the differential grew
across time for young and working-age men.
For the period 1995 to 1997, men in each
age cohort in the most rural areas had almost
twice the suicide rate of their counterparts in
the most urban areas.

The data in Table 2 indicate that rural–
urban patterns in female suicide mortality
vary by age. While there are no consistent
rural–urban patterns in female youth suicide
from 1980 to 1994, young women living in
the most rural areas had a 55% higher sui-
cide rate in 1995 to 1997 than their most
urban counterparts. Among the working-age
women, the suicide rate tended to be 20% to
25% lower in the most rural areas during
1980 to 1984 and 1985 to 1989; however,
by 1995 to 1997, the suicide rate appeared
to have increased with decreasing levels of

urbanization. For the elderly women, the de-
crease in suicide rate was associated with in-
creasing levels of rurality in all time periods,
and the magnitude of the rural–urban differ-
entials did not appear to change appreciably
across the 4 time periods. Compared with
women aged 65 and older living in the most
urban areas, women of the same age group
living in the most rural areas had a 42%
lower suicide rate in 1980 to 1984 and a
31% lower suicide rate in 1995 to 1997. Ad-
justment for ethnic composition and divorce
rate explained most of the observed rural–
urban suicide differentials among elderly
women, but the suicide differential between
the most rural and most urban county groups
increased over time for young women aged
15 to 24. The 1995–1997 suicide rate for
young women in the most rural areas was
85% higher than the rate for those in the
most urban areas.

DISCUSSION

In this study, we used a rural–urban con-
tinuum measure to stratify all US counties
and examined the effect of rurality on suicide
mortality over time. To our knowledge, this is
the first national study that has systematically
examined temporal trends in the extent of
rural–urban differentials in suicide mortality.
The results of the study showed that the slope
of the relationship between rural–urban con-
tinuum and suicide mortality varies substan-
tially by time, sex, and age. Specifically, the
study revealed an increasing rural–urban gra-
dient in suicide mortality among men during
the period 1970 to 1997. The gradients were
generally steeper for men than for women,
for the young and the elderly than for the
working-age population, and for the more re-
cent time periods. The relationship (positive
gradient) between the degree of rurality and
male suicides became even stronger when
county-level variations in divorce rates and
ethnic composition were controlled for. Ob-
served female suicide rates in the most urban
areas in 1970 to 1974 were substantially
higher than those in the most rural areas, but
by 1995 the gap had closed. In fact, when di-
vorce rates and ethnic composition were con-
trolled for, the pattern was reversed such that
suicide rates for women, especially for young
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women, appeared to be significantly higher in
the most rural than the most urban areas in
1995 to 1997.

The results of the study are highly consis-
tent with the Durkheimian theory of social in-
tegration and suicide.3–5,8,9,11,12 According to
Durkheim, low levels of social integration are
associated with high suicide rates. Durkheim
defined social integration as being attached to
social groups, maintaining interpersonal ties,
and feeling allegiance to social groups. Low
levels or an absence of social integration, as
measured by living alone or experiencing
marital disruption, represent social isolation
and the atomization of individuals in a com-
munity.3 The increasing rural–urban gradi-
ents in suicide observed in this study might to
some degree reflect differential changes over
time in the social integration indicators for
rural and urban areas. Changes in the socio-
economic and demographic structure of a
community can have both short- and long-
term implications for the health of that popu-
lation, including suicide rates. Declines in tra-
ditional farm activity, the change from an
agriculture-based economy to a more service-
and manufacturing-oriented economy, and
the substantial population loss due to birth
deficits and out-migration in most rural com-
munities can lead to a deemphasizing of tradi-
tional institutions such as the family and reli-
gion, a progressive weakening of social and
community ties, and a loss of people’s sense
of community.

Both rural and urban areas have experi-
enced profound social and demographic
changes during the past 3 decades. However,
these changes have affected rural areas much
more adversely than urban areas. Our own
analysis of the 1970 to 1990 census and vital
statistics data (not presented here for the sake
of brevity) indicates that a variety of social in-
tegration and demographic factors are sub-
stantially correlated with county-level suicide
rates in each of the 6 time periods.25 For ex-
ample, between 1970 and 1990 the popula-
tion increase was almost 5 times greater in
the most urban areas than in the most rural
areas. While the most rural areas of the coun-
try as a whole experienced a substantial drop
(20%) in the crude birth rate, the most urban
areas saw their birth rate increase by 4%.
The birth deficit (excess of deaths over births)

was particularly dramatic in the rural areas,
which experienced a 61% increase in deaths
over births. In the most urban areas, there
was a 25% increase in births over deaths. Al-
though the rate of agriculture-sector employ-
ment was considerably greater in the rural
than the most urban areas, the rate declined
by 32% for the rural areas and increased by
95% for the most urban areas. Divorce rates
increased twice as rapidly, and the percentage
of those living alone rose 3 times more rap-
idly in the most rural areas than in the most
urban areas. Household crowding, as indexed
by the percentage of housing units with more
than 1 person per room, declined by 67% in
the most rural areas and by 12% in the most
urban areas. The rate of female participation
in the labor force and income inequality grew
at a much higher rate in the most rural areas
than in the most urban areas.

Changing societal attitudes toward suicide
in terms of its recognition and labeling may
also have contributed to rural–urban dispari-
ties over time.26 Furthermore, to the extent
that those migrating to rural areas or those
returning from urban areas had higher sui-
cide rates than native rural residents, they
might have had an important effect on
trends.12,15 Despite the substantial birth deficit,
the rural population during the period 1970
to 1990 grew owing to net migration. Those
migrating to rural and nonmetropolitan areas
during the 1970s and 1990s tended to be el-
derly retirees, blue-collar workers, and disen-
chanted city residents.27 The higher suicide
rates observed among rural migrants have
been attributed to social disruption, lack of
social support and networks, change in life-
style, and the increased alienation that ac-
companies migration.12,15

Geographic variations in access to firearms
may also have contributed to the observed
rural–urban disparities in suicide. Access to
firearms is more common in rural than in
urban areas.15,16,28 Studies have shown a
strong association between increased firearm
availability and a steadily upward trend in
firearm suicide rates from 1946 to 1982.29–31

Our own analysis of the mortality data (not
shown) indicates consistently growing rural–
urban disparities in firearm suicide rates from
1979 to 1997, with rural areas having rates
more than twice those of the most urban

areas in 1997. Firearm suicides accounted for
over 75% of all rural suicides during the pe-
riod 1979 to 1997, whereas firearm suicides
represented half of all suicides in the most
urban areas.2

To help reduce rural–urban disparities in
suicide, public health researchers and policy-
makers need to closely monitor geographic
and temporal trends in social integration mea-
sures. Social and public health policies that
emphasize investment in social integration or
social capital through job creation, provision
of gainful employment and social services,
and improved social support and networks
through community organization and involve-
ment, especially for the rural young and el-
derly, may lower suicide rates.3 Restricting ac-
cess to firearms may also reduce suicide rates,
particularly in rural areas.

Although suicide is one of the most indi-
vidualistic acts, we examined variations in
county-level suicide rates rather than indi-
vidual suicide risks. Our study design was
therefore ecological, and the present analysis
is not likely to be characterized by ecological
fallacy or bias. We modeled ecological varia-
tions in suicide rates primarily as a function
of an ecological variable, degree of rurality
or urbanization, which is not quite reducible
to the level of the individual. This study has
certain limitations, however. The rural–
urban continuum variable we used to stratify
all of the nation’s counties for the period
1970 to 1997 was developed in 1993 by
using population and commuting criteria
from the 1990 census.17,25 It is possible that
these criteria may not apply as well to the
earlier time periods, especially the 1970s. In
other words, the classification of counties
into specific rural–urban county groups, par-
ticularly into the small and medium-sized
urban county groups, may have been some-
what different during the 1970s and the
early 1980s. This may have introduced
some inconsistency in the estimation of
rural–urban gradients in suicide across time.
Second, the accuracy with which suicide is
recorded as a cause of death on the death
certificate may differ between rural and
urban areas. Because of social stigma, sui-
cide deaths may be more likely to be under-
reported in rural areas than in urban areas.
As a result, the observed rural–urban sui-
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cide differentials reported here may be un-
derestimated for men and overestimated for
women. Trends in suicide rates could also be
affected if the registration of suicide and er-
rors in classifying suicide deaths varied sys-
tematically between rural and urban areas
and over time.
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Objectives. In 1993, the government of Pakistan started a new approach to the de-
livery of contraceptive services by training literate married women to provide doorstep
advice and supplies in their own and neighboring communities. This report assesses
whether this community-based approach is starting to have an impact on contraceptive
use in rural areas.

Methods. A clustered nationally representative survey was used to collect data on con-
traceptive use and access to services in each cluster. Two-level logistic regression was
applied to assess the effects of service access, after potential confounders were taken
into account.

Results. Married women living within 5 km of 2 community-based workers were sig-
nificantly more likely to be using a modern, reversible method of contraception than
those with no access (odds ratio=1.74; 95% confidence interval=1.11, 2.71).

Conclusions. After decades of failure, the managers of the family planning program
have designed a way of presenting modern contraceptives that is appropriate to the con-
ditions of rural Pakistan. The new community-based approach should be steadily ex-
panded. (Am J Public Health. 2002;92:1168–1172)

Assessment of a New Approach to Family Planning 
Services in Rural Pakistan
| Mehboob Sultan, MSc, John G. Cleland, MA, and Mohamed M. Ali, PhD

In the 1960s, President Ayub Khan initi-
ated a vigorous family planning program
that was widely applauded as a model for
other Islamic countries. However, it had seri-
ous design defects. It relied heavily on one
method, the intrauterine device, and on fi-
nancial incentives to clients and providers. It
achieved little and was discredited when
Ayub Khan fell from power.8 For the next
20 years, first under the regime of Prime
Minister Zulfiqar Ali Bhutto (1971–1977)
and then under that of President Zia-ul-Haq
(1977–1988), family planning was a low
priority. During this period, several different
approaches were tried, but implementation
was poor and a sense of urgency was lack-
ing. The reasons stemmed partly from do-
mestic political considerations. Family plan-
ning was a low priority for Bhutto probably
because it was so closely identified with his
bitter political rival, Ayub Khan. Zia was re-
luctant to promote family planning vigor-
ously because he drew much of his political
support from conservative religious ele-
ments.9 During his tenure, for instance, ex-
penditure on family planning was sharply re-
duced and television advertising of family
planning messages was banned.

The political climate improved in the
1990s. Family planning has received steady
support from successive regimes, and there
have been several encouraging developments.
Social marketing of contraceptives has ex-
panded, and efforts are being made to involve
private medical practitioners more closely in
service provision. Perhaps the most promising
initiative is the deployment of specially
trained literate women to provide contracep-
tive information and basic services in their
own and surrounding villages. A large body
of international evidence shows that commu-
nity-based initiatives are often effective at
raising contraceptive use,10,11 and the results
of small-scale projects in Pakistan have been
positive.12 This approach has worked particu-
larly well in Bangladesh and is thought to be
largely responsible for the unexpectedly large
decline in fertility there.13 In April 1992, a
team of senior officials from the Ministry of
Population Welfare, Pakistan’s lead agency for
family planning, visited Bangladesh. Later
that year, a plan was announced to recruit
and train 12000 female village-based family
planning workers by 1998.

Recruitment criteria were specified. Family
planning workers are married women aged

With 137 million inhabitants, Pakistan is the
world’s seventh most populous nation. Ac-
cording to United Nations projections, the
population will grow to 285 million by 2050,
at which time Pakistan will rank as the
world’s fourth largest country.1 The main rea-
son for this huge projected increase and the
rise in relative ranking is the slow pace of fer-
tility decline. The level of childbearing started
to fall in the 1980s, from about 7 births per
woman; for the period 1995 to 2000 it was
estimated to be 5.0 births per woman, a
value considerably higher than for other
countries in the region (3.1 for India, 4.4 for
Nepal, 3.1 for Bangladesh).1,2

Socioeconomic factors offer no obvious
explanation for this divergence between
Pakistan and its neighbors. For instance, the
country is considerably richer and more ur-
banized than Nepal and Bangladesh, and
levels of literacy and life expectancy are
similar.3 Furthermore, there is no evidence
that Pakistani couples want particularly
large families. The 1975 Pakistan Fertility
Survey showed that, on average, married
women wanted 4 children, a number typi-
cally found in Asian surveys at that time.4

The most recent national survey (1996–
1997) found that the average desired family
size was 3.5 children.5 It also confirmed the
existence of a large unmet need for contra-
ception: 38% of married women wanted no
more children but were practicing no
method of birth control. What distinguishes
Pakistani couples most clearly from their
neighbors is a reluctance or inability to
translate reproductive preferences into ap-
propriate behavior. The wide gap between
preferences and practice stems partly from a
prevailing (but erroneous) belief that Islam
is opposed to contraception, and concerns
about side effects and health hazards of
modern methods.6,7 It also reflects the low
political priority given to family planning for
much of the last 30 years.
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18 to 50, with at least 10 years of schooling,
who currently reside in a rural area. Recruits
are trained for 7 months; the training com-
prises 4 months of classroom instruction in-
terspersed with field practice. Duties include
the compilation of a register of local married
women of reproductive age who should be
visited at home at regular intervals. Workers
are supplied with oral and injectable contra-
ceptives and condoms for distribution, to-
gether with a range of medications for the
treatment of sick children. For this work, staff
receive a monthly salary of 1500 rupees,
equivalent to about US $25. Supervision
takes the form of monthly visits from female
managers, who are provided with transport.
Workers also visit district centers to collect
supplies and salary.

In 1994, the Ministry of Health launched a
very similar but larger program involving fe-
male community-based health workers, called
“lady health workers.” Recruitment criteria,
training, remuneration, supervision, and
method of service delivery are almost identi-
cal to those adopted by the Ministry of Popu-
lation Welfare. While the main emphasis of
the Ministry of Health program is on mater-
nal and child health, the provision of family
planning services is part of the package and
lady health workers are supplied with oral
contraceptives and condoms. The 2 ministries
collaborated to minimize overlap in the place-
ment of workers. By the end of 1996, about
5500 village-based family planning workers
and 30000 lady health workers had been
trained and were operational. While the Min-
istry of Population Welfare program has been
carefully monitored by several small-scale
studies, which have documented practical
problems of implementation14,15 but also en-
couraging signs of success in 4 Punjabi com-
munities,16 the Ministry of Health program re-
mains unevaluated.

This report assesses the impact of this new
approach to the provision of family planning
services in Pakistan. Specifically, we sought to
determine whether or not use of modern re-
versible methods of contraception is higher in
rural localities served by these community-
based workers than in other localities. Atten-
tion was restricted to rural areas because the
family planning workers, unlike the lady
health workers, do not operate in towns and

cities. The focus on reversible methods
(thereby excluding sterilization) stemmed
from the fact that many sterilizations pre-
ceded the start of the outreach programs.
Moreover, the primary emphasis of the pro-
grams is on reversible rather than permanent
methods.

METHODS

The data for this assessment come from
the rural portion of the Pakistan Fertility and
Family Planning Survey, a nationally repre-
sentative survey conducted in late 1996 and
early 1997 by the National Institute of Popu-
lation Studies, Islamabad, in collaboration
with the London School of Hygiene and Trop-
ical Medicine. The detailed methodology of
the survey has been previously published.5 In
brief, the sample frame was prepared by the
Federal Bureau of Statistics. In the rural do-
main, 175 geographical clusters were selected
and a household census was carried out in
each. From the household lists, 31 house-
holds were selected randomly in each cluster.
Because of its small population, Baluchistan
province was oversampled, and all results re-
ported below have been weighted to adjust
for this overrepresentation. Selected house-
holds were visited by specially trained female
staff, who first identified and then inter-
viewed ever-married women aged 15 to 49.
The contact–response rate was 89%. Inter-
views with women covered a wide range of
fertility, family planning, and health topics, in-
cluding current contraceptive status and the
number of household visits, if any, received
from health or family planning workers in the
previous 12 months.

Concurrently with the survey of women, an
inventory was made of all health and family
planning facilities and staff within a radius of
5 km of the center of each rural cluster. All
facilities and medical practitioners were vis-
ited to ascertain the precise nature of family
planning services offered. All data on service
access, including access to community-based
workers, are derived from this facility survey.
Because Pakistani villages are typically com-
pact, a single cluster-level measure of access
is a good approximation of individual wom-
en’s access. In order to obtain a complete pro-
file of each selected cluster, the presence of

other types of modern facilities or services
(e.g., post office, bank, schools, and electricity)
was also noted.

For the analysis, the 2 data files were
linked and 2-level statistical modeling was
performed with the software package Stata17

to estimate the effect of access to services, in-
cluding those from community-based work-
ers, on the use of reversible methods of con-
traception. As the outcome is binary (i.e., use
or nonuse of a modern reversible method), lo-
gistic regression with a random effect term
for the intercept is applied.18 The purpose of
the random effect term is to take account of
unobserved heterogeneity at the cluster level.
Results are shown as unadjusted and adjusted
odds ratios, with 95% confidence intervals.
Widowed, divorced, and separated women
(n=171), along with sterilized couples (n=
224), were excluded. In addition, 372
women living in 12 clusters where the facili-
ties were either closed or there was no staff to
be interviewed were excluded from the analy-
sis because key access variables could not be
measured. These exclusions reduced the sam-
ple size to 4676 women residing in 163 rural
clusters.

RESULTS

The unweighted results of the 1996–1997
survey show that 7% of married women in
rural Pakistan were using a reversible modern
method. After data are weighted to adjust for
the overrepresentation of Baluchistan (a low-
use province), this estimate rises to 9%, with
a fairly even spread between intrauterine de-
vices, condoms, oral pills, and injectables. In
addition, 4% of couples had been sterilized
and 6% were using coitus interruptus or peri-
odic abstinence. Thus, the overall prevalence
of contraceptive use in rural areas was 19%,
compared with 11% recorded by the previous
1994–1995 national survey.19 Nearly half
(43%) of women lived within 5 km of a static
facility with staff trained in family planning,
and 24% had similar access to a private prac-
titioner who provided contraceptive services.
In terms of access to the new outreach pro-
grams, 37% of rural women lived within
5 km of a lady health worker or a village-
based family planning worker and an addi-
tional 10% lived within 5 km of both types of
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TABLE 1—Unadjusted and Adjusted Effect of Service Access and Other Factors on Use
of Reversible Modern Methods of Contraception in Rural Pakistan: Odds Ratios (ORs)
and 95% Confidence Intervals (CIs) From Logistic Regression

na Use, % Unadjusted OR (95% CI) Adjusted OR (95% CI)

Access
Community-based worker, n

0 1820 5.3 1.00 1.00
1 2128 9.4 1.83 (1.30, 2.56) 1.14 (0.80, 1.61)
2 or more 728 16.8 4.05 (2.71, 6.07) 1.74 (1.11, 2.71)

Any static facility
No 2644 8.3 1.00
Yes 2033 9.8 1.12 (0.81, 1.56) 0.84 (0.62, 1.14)

Private practitioner
No 3561 7.3 1.00
Yes 1116 14.4 2.41 (1.74, 3.34) 1.47 (1.00, 2.15)

Community Characteristics
Modernization

Low 954 4.7 1.00
Medium 1793 6.7 1.23 (0.78, 1.94) 0.75 (0.44, 1.26)
High 1929 12.7 2.63 (1.71, 4.07) 0.72 (0.39, 1.31)

School availability
Low 826 3.9 1.00
Medium 1129 5.6 1.45 (0.84, 2.52) 1.42 (0.80, 2.54)
High 1113 10.5 3.07 (1.82, 5.19) 2.57 (1.36, 4.88)
Very high 1609 12.8 3.90 (2.39, 6.36) 2.67 (1.35, 5.27)

Distance to town, km
< 10 1958 11.2 1.00
10–19 1205 6.9 0.55 (0.37, 0.82) 0.68 (0.46, 1.02)
≥ 20 1513 7.8 0.61 (0.42, 0.88) 0.87 (0.60, 1.26)

Individual and Household Factors
Household wealth score

Poor 1614 5.2 1.00
Moderate 1890 8.7 1.65 (1.23, 2.19) 1.30 (0.95, 1.76)
High 1173 9.0 2.95 (2.19, 3.98) 1.69 (1.17, 2.45)

Education level
No education 3979 7.6 1.00
Up to primary 470 14.6 1.93 (1.43, 2.61) 2.08 (1.49, 2.90)
Above primary 229 21.1 2.79 (1.94, 4.02) 2.62 (1.70, 4.04)

Watch TV
Never 2388 6.0 1.00
Not regularly 1141 9.1 1.42 (1.06, 1.91) 1.23 (0.91, 1.68)
Daily 1148 15.0 2.80 (2.15, 3.64) 1.75 (1.26, 2.42)

Age group, y
< 25 1296 3.8 1.00
25–34 1955 11.3 3.13 (2.26, 4.33) 1.13 (0.77, 1.66)
≥ 35 1425 10.5 2.90 (2.06, 4.07) 0.79 (0.51, 1.22)

Living children
0–1 1250 1.4 1.00
2–3 1336 9.3 7.21 (4.30, 12.08) 6.91 (3.97, 12.05)
4–5 1033 12.6 10.83 (6.46, 18.17) 13.66 (7.59, 24.59)
≥ 6 1058 13.8 12.01 (7.18, 20.09) 19.20 (10.45, 35.27)

Boy–girl difference
1 or more girls 1606 7.8 1.00
Same number 1395 6.3 0.84 (0.63, 1.13) 1.43 (1.04, 1.95)
1 or more boys 1676 12.3 1.86 (1.45, 2.37) 1.88 (1.45, 2.43)

aWeighted frequency.

worker. In rural Pakistan as a whole, 16% of
women said that they had been visited at
home by a health or family planning worker
within the previous 12 months. This propor-
tion rises to 20% in clusters with access to
one type of worker and to 32% in clusters
with access to both types of worker (P<.001).
Partly because workers display boards outside
their dwelling that indicate their institutional
affiliation, most women were able to distin-
guish between Ministry of Health workers
and those from the Ministry of Population
Welfare, despite the considerable overlap in
the nature of their services. When the most
recent visit had been from a family planning
worker, 92% of women recalled that contra-
ception had been discussed and 73% that
health matters had been raised. The corre-
sponding figures for a health worker’s visit
were 79% and 86%.

The middle column of Table 1 shows the
crude or unadjusted effects of access to serv-
ices, other cluster characteristics, and house-
hold and individual characteristics on the use
of modern reversible methods. Three types of
access are examined: the availability of com-
munity-based workers, the presence of a
static health or family planning center having
at least 1 staff member with special training
in contraception, and the presence of at least
1 private practitioner who offers contracep-
tive services. There is no relationship be-
tween access to a static center and contracep-
tive use, but the other 2 types of service
access are significantly related.

Other features of clusters are represented
by 3 variables. The indicator of modernization
represents the number of modern institutions,
such as banks and post offices, in the locality.
Similarly, the indicator of school availability
represents the number and types of schools
within 5 km of the cluster. Along with the
third variable, distance from the nearest town,
these variables are included in the analysis be-
cause of theoretical or commonsense expecta-
tions that they may influence the uptake of
contraception. Indeed, Table 1 shows that all
have statistically significant associations.

The final block of factors to be considered
is derived from the survey of individuals; it
includes characteristics that are known from
previous studies to act as powerful determi-
nants of contraceptive uptake. As expected,
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contraceptive use rises in line with household
wealth, extent of schooling of the wife, and
exposure to television. It is also higher among
older couples, those with larger families, and
those who have more sons than daughters
than among other types of couples.

These effects on contraceptive use were re-
assessed with a multivariate model; the re-
sults in terms of adjusted odds ratios are
shown in the right column of Table 1. The ef-
fect of access to community-based workers is
severely attenuated, suggesting that condi-
tions for contraceptive uptake are favorable in
localities served by such workers. Neverthe-
less, the net effect remains significant. In lo-
calities where both types of worker are pres-
ent, the probability of using a modern
reversible method is increased by 74%. The
difference in use between localities served by
one worker and those with no worker access
is in the expected direction but is not signifi-
cant. The effect of access to private practition-
ers offering contraceptive services is also sig-
nificant. Among the other cluster-level factors,
only the presence of schools retains a net ef-
fect on contraceptive use. All the household
and individual factors (except women’s age)
remain significantly associated with use.

DISCUSSION

In a population as large and rapidly grow-
ing as Pakistan’s, the design of effective family
planning services is an issue of both national
and international importance. The key to suc-
cess in many countries has been to expand in-
formation and services beyond the restric-
tions of a clinic-based approach. In this
regard, Pakistan appears to be no exception.
For many years, family planning services have
been available at over 1200 family welfare
centers run by the Ministry of Population
Welfare. Contraceptive services are also pro-
vided at many of the Ministry of Health’s
rural health centers and basic health units.
These facilities are severely underutilized. For
instance, one evaluation showed that, on av-
erage, a family welfare center received only 2
clients per day.20 One reason for this under-
utilization is the limited mobility of Pakistani
women, which stems from deep-rooted tradi-
tions of female seclusion, or purdah. Specific
questions were asked in the 1996–1997 sur-

vey about mobility. Only 15% of rural
women had been outside their village for any
purpose in the previous month without being
accompanied by another adult, and only 20%
said that they would be able to visit a hospital
by themselves. Thus, accessing a health or
family planning center in a nearby village or
town is logistically complex because, typically,
the husband, mother-in-law, or another adult
family member must be persuaded to act as
an escort, thereby preserving the family’s
izzat, or honor.

There are many ways to expand access be-
yond static clinics and, over the past 30
years, many of them have been tried in Pak-
istan. Mobile units have proved to be expen-
sive and ineffective, partly because of the
practical difficulties of vehicle maintenance.21

The training of traditional birth attendants, or
dais, has been tried on many occasions in
South Asia, but their low social status pre-
vents them from being plausible agents of so-
cial change, and their impact on family plan-
ning has been negligible.22–24 The most
interesting of Pakistan’s attempts to improve
access occurred in the early 1970s with the
deployment of 2-person teams (1 man and 1
woman) to provide contraceptive advice and
supplies at the doorstep.22,25 Unfortunately,
recruitment of workers became excessively
politicized and the program was dismantled.
It remains uncertain whether proper and sus-
tained implementation would have had an
impact. Unlike the current community-based
programs, there was no insistence that staff
reside in their work areas. Moreover, the de-
ployment of mixed-sex teams in conservative
rural Pakistan is problematic.

The current approach may be a sociologi-
cally more appropriate way of presenting con-
traception in rural Pakistan than that begun in
the early 1970s. The workers are members of
the communities they serve. Being literate in
a society where nearly 90% of married rural
women cannot read or write means that
workers typically belong to respected and in-
fluential families and can thus act as bridges
between village life and the outside world,
which may be regarded as alien and threaten-
ing. By allowing wives or daughters-in-law to
work for either ministry, male members of
workers’ families implicitly endorse family
planning. Indeed, it is not an uncommon sight

to see husbands actively helping their wives
by transporting them to nearby villages on
their motorbikes.

The results reported here suggest that a
steady expansion of current community-based
programs may be the most effective way in
the short term of meeting the huge potential
demand for contraceptive services in rural
Pakistan and in facilitating fertility decline.
The deployment of thousands of salaried
workers is not a cheap option, nor should the
difficulties of maintaining adequate logistical
and supervisory systems be understated. The
Ministry of Population Welfare currently
spends about US $37 million per year on
family planning; much of this expenditure is
on types of service that clearly do not meet
the needs of women. The village-based family
planning program accounts for only 18% of
expenditure. A strong case exists for increas-
ing this fraction. In the long term, of course,
integration of the health and family planning
outreach programs is both desirable and in-
evitable. Since it lost direct responsibility for
family planning in the mid-1960s, the Min-
istry of Health has made rather little effort to
provide contraceptive advice and supplies as
part of its overall health service. One of the
most encouraging results to emerge from the
1996–1997 survey is that the Ministry of
Health workers are actively promoting contra-
ception. It is to be hoped that an era of closer
collaboration between the 2 ministries has
begun.

The results also suggest that expansion of
schools in rural Pakistan is likely to have a
profound effect on reproductive behavior.
While the effects of parental education on
fertility have been intensively studied, the in-
fluence of children’s schooling opportunities
has attracted comparatively little empirical at-
tention. The positive link between access to
schools and contraceptive use found in this
analysis is consistent with theoretical expecta-
tions that new opportunities to invest in chil-
dren will encourage parents to choose to have
fewer children.26,27

CONCLUSION

This analysis shows that use of reversible
modern methods of contraception is signifi-
cantly higher in localities having good access
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to literate, female community-based workers
than in localities with little or no access. Be-
cause this result is not based on an experi-
mental study design, causal attribution has to
be cautious. Nevertheless, the link between
access and contraceptive use persisted despite
the introduction of a wide range of controls
into the analysis. It is thus highly probable
that the new community-based programs of
the ministries of health and population wel-
fare are starting to have an impact. Access to
private practitioners who offer contraceptive
services also had a significant effect on use. In
contrast, this analysis detected no impact
from access to static family planning services.

The availability of schools also exerts a
powerful influence on contraceptive uptake,
but the presence of other modern institutions,
or proximity to a town, had no effect.
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Objectives. This study examined the methodology of epidemiological studies that sug-
gest use of topical sunscreen preparations is associated with increased risk of malig-
nant melanoma.

Methods. We pooled data from observational studies using a general variance–based
meta-analytic method that employed confidence intervals (previously described). The out-
come of interest was a summary relative risk (RR) reflecting the risk of melanoma as-
sociated with sunscreen use versus nonuse. Sensitivity analyses were performed when
necessary to explain any observed statistical heterogeneity.

Results. Combining studies that used nonheterogeneous data yielded a summary RR
of 1.01, indicating no association between sunscreen use and development of malig-
nant melanoma.

Conclusions. The available epidemiological data do not support the existence of a re-
lationship between topical sunscreen use and an increased risk of cutaneous malignant
melanoma. (Am J Public Health. 2002;92:1173–1177)

Use of Topical Sunscreens and the Risk of Malignant 
Melanoma: A Meta-Analysis of 9067 Patients From 
11 Case–Control Studies
| Michael Huncharek, MD, MPH, and Bruce Kupelnick, BA

This article presents the results of a meta-
analysis designed to examine the impact of
sunscreen use on melanoma risk. In addition
to calculating an overall summary estimate of
effect, the analysis also explores characteris-
tics of the included studies that may contrib-
ute to heterogeneity of observed outcome.
The resulting data may provide a clearer un-
derstanding of the role of sunscreen in pre-
venting malignant melanoma.

METHODS

The methods used in the design and execu-
tion of this study have been described previ-
ously.3,4 The study protocol initially devel-
oped outlined a meta-analysis to examine the
risk of developing malignant melanoma asso-
ciated with topical sunscreen use. Eligibility
criteria for study inclusion were determined
prospectively, as were the specific data ele-
ments to be extracted from each published re-
port. The study protocol also included details
of the planned statistical analysis.

We used a data extraction form designed
for recording relevant information from each
selected report. Two researchers performed
data extraction, with differences in extraction

forms resolved by consensus. Other data col-
lected but not included in the eligibility crite-
ria were number of patients in each study,
study odds ratios and 95% confidence inter-
vals (CIs), and type of statistical adjustments
made, if any, by individual study authors.

Literature Search
Information retrieval was performed with

previously described methods.3 Briefly, we
conducted a MEDLARS search of literature
published between January 1966 and De-
cember 1999, as well as a review of Cancer-
Lit and the CD-ROM version of Current Con-
tents. The search criteria included all
languages. If a series of articles was published,
all data were retrieved from the most recent
article. The literature search also included
hand searches of bibliographies of published
reports, review articles, and textbooks.

The initial citations (in the form of ab-
stracts) from this literature search were
screened by a physician–investigator to ex-
clude those that did not meet protocol-
specified inclusion criteria. Reasons for rejec-
tion included studies of designs other than
case–control; cohort or randomized con-
trolled trials; animal or in vitro studies; stud-

Malignant melanoma is 1 of the most increas-
ingly common solid tumors over the last three
decades.1 Although increased detection may
possibly account for some of the increase in
incidence, other behavioral and environmen-
tal factors are likely to contribute to the cur-
rent “epidemic” of this disease. Sun exposure
in the form of ultraviolet-B (UVB) radiation is
considered a major risk factor for the devel-
opment of melanoma. Unfortunately, uncer-
tainties regarding the impact of various host
characteristics, frequency and type of sun ex-
posure, and behavioral factors on melanoma
development complicate assessment of the
exact relationship between sun exposure and
cancer risk.2

Sunscreens are able to delay sunburns and
to reduce some UV-induced skin lesions, such
as nonmelanoma tumors in rodents, local im-
munological depression, mutations of the p53
gene in keratinocytes, and the incidence of ac-
tinic keratoses in humans. As a consequence,
sunscreen use is often recommended as a sun
protection method, although its true impact
on melanoma prevention remains obscure.

Despite uncertainties in the available epi-
demiological data, experimental evidence
using both animal models and humans sug-
gests that sunscreen preparations capable of
reducing exposure to UVB radiation from the
sun can prevent melanoma.2 Regrettably, this
finding has not been universal. In fact, some
investigators suggest that sunscreen use could
be a risk rather than a protective factor for
malignant melanoma.1 Although it is consid-
ered unlikely that available sunscreen prepa-
rations contain compounds with carcinogenic
effects, other factors may account for this ob-
served relationship; they include uncontrolled
confounding caused by host factors and be-
havioral factors, such as increased sun expo-
sure among patients who use sunscreen
preparations.
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ies including nonmelanoma skin cancer pa-
tients not stratified by tumor type; abstracts;
and review articles. Copies of full articles for
the remaining citations were obtained and
screened according to the following addi-
tional eligibility criteria: (1) published case–
control or cohort studies, (2) studies enrolling
adult patients only (i.e., ≥18 years of age), (3)
availability of data on frequency of sunscreen
use, (4) specified selection criteria for case
and control subjects, and (5) availability of
data on the outcome of interest (i.e., propor-
tion of patients with a diagnosis of malignant
melanoma).

Statistical Analysis
We performed data analysis according to

meta-analytic procedures described by Green-
land.5 This method of meta-analysis is a gen-
eral variance–based method employing confi-
dence intervals. Because the variance
estimates are based on the adjusted measures
of effect and on the 95% confidence interval
for the adjusted measures, the confidence in-
terval methods do not ignore confounding
factors and are the preferred methodology for
nonrandomized data.

For each included study, we derived odds
ratios reflecting the risk of developing malig-
nant melanoma associated with sunscreen use
and determined the natural logarithm of the
estimated relative risk (RR) for each data set
followed by an estimate of the variance. We
used the estimate of the 95% confidence in-
terval from each study to calculate the vari-
ance of each study’s measure of effect.

We calculated a weight for each included
study as 1/variance followed by a summation
of the weights. We then determined the prod-
uct of the study weight and the natural loga-
rithm of the estimated relative risk and per-
formed a summation of these products.
Finally, we calculated a summary RR and
95% confidence interval.5

Before estimation of the summary RR, we
performed a statistical test for heterogeneity
(Q). This procedure tests the hypothesis that
the effect sizes are equal in all studies.3 If Q
exceeds the upper-tail critical value of the χ2

distribution at k–1 degrees of freedom
(where k is the number of studies analyzed or
the number of statistical comparisons), the ob-
served variances in study effect sizes are sig-

nificantly greater than would be expected by
chance if all studies shared a common popu-
lation effect size. If the hypothesis that the
studies are homogenous is rejected, the stud-
ies are not measuring an effect of the same
size, and calculation of a pooled estimate of
effect must be done cautiously. Possible expla-
nations for the observed heterogeneity must
then be sought to provide the most rational
interpretation of the summary RR. Therefore,
we performed sensitivity and/or further strati-
fied analyses as needed based on the magni-
tude of Q; these analyses are discussed below.

RESULTS

We obtained a total of 166 citations from
the electronic and manual literature search.
Initial screening of these citations yielded 13
that appeared to meet specified protocol crite-
ria.6–18 On further review of the full published
manuscripts, we found that 2 articles did not
meet inclusion criteria. Herzfeld et al.17 did
not clearly distinguish between the use of
suntan lotion and sunscreen preparations. Be-
cause of its lack of stratification, this study
was not included in the meta-analysis. The
study by Autier and Dore18 also did not meet
inclusion criteria, because it examined only
the influence of sun exposure during child-
hood and adulthood on melanoma risk using
a “sun exposure index” created by the au-
thors. Data on sunscreen use had been col-
lected in a earlier case–control study by this
group15 that was included in the meta-analy-
sis. The remaining 11 published articles com-
posed the database for the present analysis.

Table 1 provides an overview of the 11
case–control studies in the meta-analysis.
Overall, the 11 study reports encompassed a
total of 9067 patients. Also shown in the
table are the odds ratios calculated for each in-
dividual report included in the pooled analy-
sis, along with its 95% confidence interval. An
odds ratio greater than 1.0 indicates an in-
creased risk of melanoma associated with sun-
screen use. Frequency of sunscreen use is
given as noted by the authors of each study.
The most frequent reported use was com-
pared with “never used” in the pooled analysis.

All but 3 studies6,7,16 had odds ratios
greater than 1.0, demonstrating that the vast
majority of case–control studies indicate that

sunscreen users have a greater risk of mela-
noma than do nonusers. Combining data
from all 11 reports gave a summary RR of
1.11 (95% CI=0.37, 3.32), a statistically
nonsignificant result. Calculation of Q for this
meta-analysis resulted in a value of 42.0
(Table 2). With 10 degrees of freedom, this
yielded a P value of < .001, a highly signifi-
cant result. A Q of this magnitude indicates
that the pooled studies are heterogeneous—
that is, the studies are not measuring an effect
of the same size. Therefore, the validity of the
summary RR is questionable, and sources of
heterogeneity needed to be sought.

We performed several sensitivity analyses
to evaluate possible sources of the observed
statistical heterogeneity. As indicated in
Table 1, all but 2 studies adjusted for poten-
tial confounders. The analyses by Klepp et
al.10 and Graham et al.11 found a positive as-
sociation between sunscreen use and in-
creased melanoma risk. A sensitivity analysis
we performed excluded both of these reports
from the meta-analysis. Recalculation of Q
yielded a value of 31.2 (P<.001), which indi-
cated that heterogeneity remained despite re-
moval of these data from the analysis (i.e.,
other factors were accounting for the varia-
tion across studies).

Our examination of the data presented in
Table 2 showed that the study by Rodenas et
al.16 had a variance substantially greater than
that of any other study in the pooled analysis
(0.674). An additional sensitivity analysis,
omitting these data from the calculation of a
summary RR, yielded a Q of 37.7; with 9 de-
grees of freedom, the corresponding P value
was < .001. A Q of this magnitude indicates
persistent heterogeneity.

Table 3 outlines selection criteria for case
and control subjects and also indicates
whether study data were derived from popu-
lation-based or hospital-based sources. Seven
studies used hospital-derived case and control
patients, totaling 4231 subjects.6,9–11,14–16 Be-
cause the source of study subjects may bias
results through such factors as referral pat-
terns, we stratified the available data to ex-
plore this possibility. We pooled the 4 reports
that used population registry–derived sub-
jects7,8,12,13 and calculated a Q statistic (4836
study subjects total); Q equaled 4.9 (P=.18).
With 3 degrees of freedom, this result was
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TABLE 1—Overview of Included Studies

Reference Authors No. Patients No. Controls Frequency of Sunscreen Use Odds Ratio (95% CI) Adjustments

Espinoza Arranz et al.6 116 235 Ever vs never 0.48 (0.34, 0.71) Skin type, nevi count, age

Holly et al.7 452 930 Almost always vs never 0.48 (0.33, 0.67) Sunburns up to 12 yrs of age, skin reaction to sun, host factors

Westerdahl et al.8 400 640 Almost always vs never 1.80 (1.10, 2.80) History of sunburn, history of sunbathing, employment, host factors.

Wolf9 193 319 Often vs never 3.34 (1.81, 6.64) Age, sex, sunbathing, host factors

Klepp et al.10 89 227 Often vs rarely or never 2.27 (1.26, 4.12) None

Graham11 404 521 Use vs never used 2.20 (1.2, 4.1) None

Holman et al.12 507 507 Ever vs never 1.15 (0.78, 1.68) Host factors, age at arrival in Australia, ethnic origin

Osterlind et al.13 474 926 > 10 yrs vs never 1.2 (0.9, 1.5) Constitutional factors, sex, age

Beitner et al.14 523 505 Very often/often vs never 1.80 (1.2, 2.7) Age, sex, hair color

Autier et al.15 418 438 Regular use vs never 1.50 (1.09, 2.06) Age, sex, hair color, no. of holiday weeks spent in sunny climate

Rodenas et al.16 105 138 Always vs never 0.2 (0.01, 0.8) Age, skin color/type, no. of nevi, no. of hrs sun exposure

Note. CI = confidence interval.

TABLE 2—Data for Analysis of Heterogeneity

Reference Authors Weight Variance Odds Ratio (95% CI)

Espinoza Arranz et al.6 32.3 0.031 0.48 (0.34, 0.71)

Holly et al.7 27.0 0.037 0.48 (0.33, 0.67)

Westerdahl et al.8 15.9 0.063 1.80 (1.10, 2.80)

Wolf et al.9 10.2 0.098 3.34 (1.81, 6.64)

Klepp et al.10 11.1 0.090 2.27 (1.26, 4.12)

Graham et al.11 10.4 0.096 2.20 (1.20, 4.10)

Holman et al.12 25.6 0.039 1.15 (0.78, 1.68)

Osterlind et al.13 45.5 0.022 1.20 (0.9, 1.50)

Beitner et al.14 23.3 0.043 1.80 (1.20, 2.70)

Autier et al.15 37.0 0.027 1.50 (1.09, 2.06)

Rodenas et al.16 1.48 0.674 0.20 (0.04, 0.79)

Note. CI = confidence interval

not statistically significant—that is, the data
were not heterogeneous and could therefore
be pooled to calculate a summary RR. The
resultant summary RR was 1.01 (95% CI=
0.46, 2.28), a statistically nonsignificant re-
sult. These data failed to show any relation-
ship between sunscreen use and increased
risk of melanoma.

Next, we combined the 7 reports that used
hospital patient databases in a meta-analysis.
Five of the 7 studies had odds ratios greater
than 1.09,9–11,14,15 suggesting an association
between sunscreen use and melanoma risk.
Our analysis for heterogeneity yielded a Q of
36.9. With 6 degrees of freedom, the corre-
sponding P value for a Q of this size was
< .001, a highly heterogeneous result. Sub-

stantial heterogeneity therefore exists across
these 7 studies. We obtained a summary RR
of 2.41 (95% CI=0.32, 18.1). This finding
provides evidence that bias associated with
hospital-derived data is probably accounting
for the observed positive association between
sunscreen use and melanoma risk in many of
the available case–control studies.

DISCUSSION

The sustained increase in malignant mela-
noma incidence over the past few decades
highlights the fact that this disease represents
a major public health management issue
worldwide. In the United States alone, more
than 42000 cases are diagnosed and more

than 7000 deaths result each year.19 Sun ex-
posure is recognized as the most important
environmental risk factor for malignant mela-
noma.20 Behaviors that increase sun expo-
sure have been suggested to be major con-
tributors to the rising incidence. This
suggestion has led to the development of
measures to protect individuals from the po-
tentially harmful effects of solar ultraviolet
radiation (both ultraviolet-A [UVA] radiation
and UVB), most notably topical sunscreen
preparations.

If solar radiation is a primary risk factor for
malignant melanoma, it is reasonable to con-
clude that reducing sun exposure via topical
sunscreen use would be associated with re-
duced disease risk. However, the available
epidemiological data are contradictory. In
fact, the majority of studies suggest that sun-
screen use is associated with an increased
melanoma risk (see, e.g., studies cited in ref-
erences 9 and 10). To address this uncer-
tainty, we designed the present study to sys-
tematically evaluate the available data using
rigorous meta-analytic techniques.

By pooling data from 11 case–control stud-
ies meeting protocol inclusion criteria (yield-
ing a statistically nonsignificant summary
odds ratio of 1.11), we demonstrated that sun-
screen use is not associated with an increased
risk of developing malignant melanoma. Un-
fortunately, further evaluation showed the
data to be highly heterogeneous (i.e., the
available studies are not measuring an effect
size of the same magnitude), thereby making
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TABLE 3—Selection of Cases and Controls

Hospital- vs 
Reference Authors Population-Based Selection Criteria—Cases Selection Criteria—Controls

Espinoza Arranz et al.6 Hospital Patients referred from Dermatology and Plastic Surgery Service Age and sex matched—patients who attended the hospital

to Medical Oncology Service due to emergencies not related to neoplasms 

or dermatological diseases

Holly et al.7 Population Women aged 25–59. Derived from SEER cancer registry Women who lived in the same county as cases 

for San Francisco Bay area. using random digit dialing. Age frequency matched.

Westerdahl et al.8 Population Patients identified using Regional Tumor Registry Aged and sex matched—identified by “random sampling”

for South Swedish Health Care region from the same Regional Tumor Registry

Wolf et al.9 Hospital Patients presenting to Dept. of Derm. at Univ. of Graz. Same as cases except without history of skin cancer

between 6/93 and 7/94

Klepp et al.10 Hospital Melanoma patients admitted to the Norwegian Radium Hospital Same as cases except patients had diagnoses of 

with diagnosis of melanoma between 1/74 and 5/75 lymphoma, testicular cancer, and bone 

and soft tissue tumors

Graham et al.11 Hospital Consecutive patients with melanoma seen between 1974 and 1980 Patients with nonmelanoma cancers seen

over the same time period

Holman et al.12 Population Patients aged less than 80 years in Western Australia diagnosed Same source. Matched by sex, 5-year birth period,

with melanoma between 1/80 and 11/81 and electoral subdivision.

Osterlind et al.13 Population Patients identified via national population register of residents Sex and age matched from same source

of East Denmark

Beitner et al.14 Hospital Patients seen at the Dept. of Dermatology Karolinska Hospital Age and sex matched. Derived from a population register 

from 2/78 to 12/83 covering Stockholm county

Autier et al.15 Hospital Consecutive patients seen at 5 hospitals between 1/91 and Derived from same hospital registries 

an unspecified time in 1994

Rodenas et al.16 Hospital All patients diagnosed with melanoma seen “Random” selection of controls from visitors to patients 

at Univ. of Grenada Hospital between 1989 and 1993 at same hospital without acute disease

the validity of the summary odds ratio ques-
tionable. We then explored reasons for the
observed heterogeneity.

Several constitutional factors are accepted
as important risk factors for melanoma; these
include presence of nevi, having red or fair
hair color, freckling, and having blue eye
color.14 Failure to control for possible con-
founders could certainly contribute to the ob-
served statistical heterogeneity. Two of the
studies used in the meta-analysis10,11 did not
adjust for such factors. Nonetheless, our sensi-
tivity analysis indicated that heterogeneity re-
mained even when the data from Klepp et al.
and Graham et al. were dropped from the
pooled analysis.

Our careful review of study designs and se-
lection criteria for case and control subjects
suggested that the source of study subjects
might contribute to a biased estimate of effect
(i.e., individual study odds ratios). We found
that data from the 4 studies that used popula-
tion registry–derived subjects7,8,12,13 were sta-

tistically homogeneous compared with data
from studies that used hospital-derived data-
bases. This result provided strong evidence
that selection bias is an important factor con-
tributing to the spurious finding, seen in
much of the literature, of a positive associa-
tion between sunscreen use and melanoma
development.

Hospital-derived data are problematic be-
cause referral patterns differ widely depend-
ing on hospital location, type of facility (e.g.,
university vs community hospital), and prac-
tice patterns, among other factors. In addi-
tion, some studies did not provide adequate
information on control patient selection. For
instance, Rodenas et al.16 reported that “con-
trols were selected from the visitors to the
hospital on a random basis” without provid-
ing details of the “random” selection process.
Autier et al.15 selected case subjects from 5
collaborating hospitals; they noted that “con-
trols were randomly chosen in the same mu-
nicipality as the cases.” Again, no further de-

tails are provided on what constituted “ran-
dom” selection.

Referral patterns may influence study re-
sults. If referral patterns among hospitals in
a given city or region differ, the overreferral
of exposed cases to one hospital implies an
underreferral of exposed cases to the others.
Due to “differential referral,” a factor may
be associated with increased disease risk in
one hospital-based study and may be pro-
tective in another. In an individual study,
pooling data across hospitals helps to elimi-
nate bias from differential admission of
cases. Pooling data from several sources in a
meta-analysis, as done in the study reported
here, has partially accomplished this. Al-
though many individual hospital-based stud-
ies showed a positive association between
sunscreen use and melanoma risk, the
pooled analysis indicated that this finding
was spurious.

Other factors that may affect outcome in
case–control studies include “ascertainment
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bias” and misclassification of exposure status
(in this case, sunscreen use). One factor not
considered in the available studies is the pos-
sible influence of socioeconomic status (SES).
Melanoma tends to affect white-collar, edu-
cated, and urban individuals. SES is known to
affect recall of some types of information and
could play a role in the studies examined in
our analysis in which SES was not generally
accounted for.20

These factors may all contribute to the
wide variation in outcome observed across
studies that used hospital registries. In con-
trast, data from more than 4800 patients en-
rolled in population-based case–control stud-
ies showed no such variation (i.e., the data
were not heterogeneous and could reliably be
combined in a meta-analysis). The resulting
summary RR of 1.01 (95% CI=0.46, 2.28)
provides strong evidence for a lack of any
positive association between sunscreen use
and increased melanoma risk.

CONCLUSIONS

The relationship between sunlight and
melanoma is complex. Existing data suggest
that the effect of solar radiation on melanoma
development is more complex than is the case
for other types of skin cancer.6 Many unan-
swered questions remain regarding factors
that may influence melanoma development,
including the type of sunlight exposure most
associated with melanoma etiology, interac-
tion with host factors possibly important in
disease risk, sunburn history, and tanning
ability, among others. Because of this com-
plexity, it has been difficult to separate the ef-
fects of sun exposure per se from the effects
of host factors.

Nonetheless, because sunlight remains the
most important recognized etiological factor
in this disease, methods to reduce exposure
(including use of topical sunscreens) appear to
be a rational approach to disease prevention
and risk reduction. We undertook the present
meta-analysis to address the counterintuitive
findings of multiple case–control studies that
suggest sunscreen use as a risk factor for ma-
lignant melanoma. The largely positive associ-
ation seen in the existing literature appears to
be due to bias inherent in study designs and
uncontrolled confounding.

It is our hope that the results of the present
analysis will contribute to the design of future
studies addressing this issue. Until more con-
clusive data are available, recommending use
of sunscreens as a cancer prevention strategy
would appear to be prudent.
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Objectives. This article presents nationally representative data on the effects of pri-
vatization on local health departments (LHDs). 

Methods. A stratified representative national sample of 380 LHDs was drawn from a
national list of 2488 departments. Telephone interviews were conducted with 347 LHD
directors.

Results. One half of the directors of LHDs with privatized services reported that pri-
vatization helped the performance of core functions. Privatization often resulted in in-
creased time needed for management and administration. More than a third of LHD di-
rectors reported concern about loss of control over the performance of privatized
functions and services. 

Conclusions. Privatization is part of a broader shift toward “managing” rather than di-
rectly providing public health services, yet privatization often reduces LHDs’ control
over the performance of services. (Am J Public Health. 2002;92:1178–1180)

The Perceived Impact of Privatization on Local 
Health Departments
| Christopher Keane, ScD, John Marx, PhD, Edmund Ricci, PhD, and Gerald Barron, MPH 

In a previously published national survey of
privatization in local health departments
(LHDs), we showed that 73% of all LHDs
have privatized at least 1 service.1 Advancing
prior discussions of privatization,2,3 we identi-
fied 2 types of contracting out: (1) contracting
out to a private provider a service formerly
performed directly by the LHD and (2) con-
tracting out the performance of a new service
from its inception. Both types raise questions
about the effect of contracting out on a gov-
ernment agency’s ability to retain organiza-
tional authority and control.

Many governmental organizations face
ideological and financial pressures to priva-
tize services.2,4,5 Because privatization is en-
thusiastically endorsed,4–10 government de-
partment directors might expect that it will
improve their department’s image and stand-
ing in the community. However, privatization
often requires that more resources be de-
voted to overseeing contracts and monitor-
ing performance.2,11,12 Although contracting
out has often been undertaken to sharpen
the focus on core organizational func-
tions,2,4,13 there is concern that privatization
will undermine the regulatory authority of
governmental agencies.2,9 In the context of
these issues, this report explores the effects
of privatization on the performance of the
core public health functions of assessment,
assurance, and policymaking14; on staffing;
on the image of the department; and on
changes in the time spent on management
and administration.

METHODS

A prior report described our methods in
detail.1 Briefly, we drew a stratified random
sample of 380 LHDs from the 2488 LHDs
listed in the 1997 database of the National
Association of County and City Health Offi-
cials. We completed interviews with 347
LHD respondents (91.3% response rate),

either directors (95% of respondents) or per-
sons closest to that position.

RESULTS 

Impact of Privatization on Core
Functions

Of directors whose departments privatized
services, 50% claimed that privatization
helped their department’s performance of
core functions. Such directors believed that
by not directly providing certain services,
their department could better focus on the
core functions. For example, one director
said that privatization “has freed us up to
focus on these core functions rather than
spending too much money and time on clini-
cal care.”

Another 38% either believed that privati-
zation hindered performance of the core
functions or were unsure of the effect. Many
of these directors were concerned about the
loss of control by LHDs over various aspects
of the services (Table 1). One director stated
that privatization hinders performance of
core functions and “would erode the infra-
structure of public health. If contracted, those
who actually provide the services and do
hands on work would not be able to partici-
pate as well in the assessment and assurance
functions.”

Impact of Privatization on Time Devoted
to Management and Administration

Of LHDs privatizing 1 or more services,
41% reported an increase in time spent on
administration and management; open-ended
responses revealed that this consisted of mon-
itoring contractors’ performances, meetings,
and serving on committees with providers.
The increase was highest among LHDs priva-
tizing 2 or more services (Table 2).

Impact of Privatization on Staffing Levels
Two thirds of directors reported no change

in staffing (Table 2). One fifth experienced a
decrease in staffing and 13% saw an increase,
often to manage contracted programs. In
some cases, those reporting no overall differ-
ence had added program management staff,
while reducing staff engaged in direct service
provision.

Effect of Privatization on the Image
of the LHD

The majority (59%) of directors believed
privatization improved their department’s
image; open-ended responses revealed that
public, business, and foundation officials often
look favorably on privatization. Almost a
third of directors (30%) reported no change,
often commenting that “Joe Public” is un-
aware of LHD operations.
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TABLE 1–Perceptions of Privatization’s Effects on Performance of Core Functions:
Selected Comments of Local Health Department (LHD) Directorsa

Helps or Would Help LHD’s Performance of the Core Functions
• “It has freed us up to focus on these core functions rather than spending too much money and time on clinical care.”
• “It helps as long as the health department maintains overall control. It is positive to involve the community as 

stakeholders and this enhances performance of the core functions.”
• “Services we have contracted out allows us [sic] to do the core functions. This also allows us to have funding we’re saving 

to go into those other areas.”
• “I think it can help if you’re able to convince the taxpayers that funding should continue to be put toward the core 

functions. The problem is that the public isn’t cognizant of the true importance of the core functions if so many 
functions are delegated.”

• “[Privatization] allows us to distill our function. Direct delivery takes 99% of focus. Elevates focus to core functions,
especially assurance part.”

• “As long as health departments oversee the functions they delegated out, delegating should allow us to re-focus our 
energies on the core functions.”

Hinders or Would Hinder LHD’s Performance of the Core Functions
• “We wouldn’t have control over services and functions, therefore performance of the core functions would be hindered.”
• “I think the health department should have the responsibility for the services because it’s easier to keep track of things 

when one entity is providing the services.”
• “Hinders access in our situation. Access is a big problem. Delegation would make assurance of access difficult.”
• “Privatization would erode the infrastructure of public health. If contracted, those who actually provide the services and 

do hands on work would not be able to participate as well in the assessment and assurance functions. Health 
departments need to keep their fingers on the pulse.”

• “We lose our identity and accountability in the process of contracting. Other agencies take over our services. Where does 
it leave us?”

• “We’d have to shut our doors if the health department contracted out. Revenue would be lost as would contact with our 
clients. As a result performance of the core functions would be compromised.”

Not Sure
• “[Privatization] helps in that it allows the health department to focus on the core functions by freeing up time. It also 

fosters community collaboration/involvement. It hinders in that monitoring private sector performance can be 
difficult and can undermine the health department input in certain area.”

• “The core functions would be hindered if there was excessive privatization. The private sector tends to worry too much 
about the almighty dollar and this focus does hinder our core public health responsibilities.”

• “It can free up time for the core functions yet too much delegation can threaten the authority of a HD [health 
department]. It depends on how the contracts are carried out.”

• “Helps assurance, policy making, extra service providers; hinders assessment, data reporting is bad, one more channel 
for data to filter through.”

• “I am concerned about fragmentation of public health and maintaining a certain level of staff to respond to crisis. If you 
have functions being performed in-house the staff are there to take on emergencies.”

• “Helps in that it frees us from doing personal health, giving us more time for core functions. It hinders performance of 
maternal and child health and the public’s perception is blurred. We are accountable but we have no authority.”

aComments are by directors of both LHDs with privatized services and LHDs without privatized services. Responses are to the
question, “How does/would the delegation affect your local health department’s performance of the core public health
functions of assessment, assurance, and policymaking?”

Privatization and the Ability to Control
Service Provision

A central theme in directors’ discussions of
the effects of privatization on core functions in-
volved concerns about control over service pro-
vision. In addition, 36% reported loss of con-
trol as a negative outcome. Specifically, 27% of
directors claimed that privatization resulted in
some loss of control over functions and services
and 14% found control more difficult. Open-
ended explanations revealed that many direc-

tors felt it was easier to keep track of services
provided in-house: privatization added another
administrative layer, which made obtaining reli-
able information quickly more difficult. Some
directors observed that although LHDs are
held accountable for the performance of serv-
ices, they have little control over contractors. 

Loss of control over the provision of services
is associated with spending increased time on
administrative or managerial tasks (P<.005).
Forty-six percent of directors who reported

spending more time on administration or man-
agement mentioned some loss of control over,
or difficulty in controlling, the performance of
services. By contrast, loss of control is men-
tioned by 26% of those reporting no change
in time devoted to managing and administer-
ing and by 35% of those reporting a decrease.

DISCUSSION

Health departments that privatized services
were increasingly engaged in “managing”
rather than directly providing public health
services, especially those that privatized at
least 2 services. The new management activi-
ties included monitoring, contract negotiations,
and attending meetings with private sector
boards or coalitions. However, half of all direc-
tors who spent more time on administration as
a result of privatizing reported difficulty or
problems in exercising control over service
performance. Control problems included diffi-
culty monitoring the performance of staff em-
ployed by private organizations, difficulty spec-
ifying quality indicators in contracts, scarcity of
staff with adequate public health values and
skills, problems obtaining timely medical infor-
mation, problems coordinating services, and
weakened enforcement mechanisms. 

A large proportion of directors believed that
privatization enhanced their LHD’s perform-
ance of core functions. However, the findings of
this study raise questions about how LHDs can
exercise authority over core public health func-
tions if they are losing control over service per-
formance. The Institute of Medicine report The
Future of Public Health stated that “carrying out
the assurance function requires the exercise of
authority. This is not a responsibility that can
be delegated to the private sector.”14 Privatiza-
tion threatens an LHD’s ability to carry out not
only assurance but also policy making and as-
sessment. For example, one respondent stated
that privatization hindered policymaking by “re-
linquishing control over public health func-
tions,” thereby undermining the LHD’s “author-
ity, credibility and pull at the policy making
table.” Diminished control over data reporting
could also impair an LHD’s ability to carry out
assessment. One director’s experience was that
privatization “hinders assessment” because
“data reporting is bad, [with yet] one more
channel for data to filter through.” 
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TABLE 2–Administrative Effects of Privatization Expressed as Percentages of Local Health 
Departments (LHDs), by Size of Jurisdiction

Size of Jurisdiction of LHD

<25 000 25 000–49 999 50 000–99 999 100 000–349 999 >350 000 Total
(n = 68) (n = 68) (n = 67) (n = 71) (n = 73) (n = 347)a

Change in total time LHD spends on administration 
and program managementb

Of those privatizing 1 service
Increased 30.0 44.4 25.0 20.0 16.7 31.3
Stayed the same 50.0 44.4 50.0 40.0 50.0 47.9
Decreased 20.0 0.0 25.0 40.0 16.7 17.5

Of those privatizing 2 or more services
Increased 50.0 39.0 34.8 38.6 55.9 43.2
Stayed the same 26.7 51.2 50.0 45.6 27.1 40.0
Decreased 23.3 9.8 13.0 14.0 11.9 15.7

Effect of privatization on LHD staffingc

Reduced staff 15.4 18.7 17.0 29.5 35.9 20.6
Added staff 15.4 10.4 13.2 11.5 12.5 13.0
No overall change in staff 69.2 70.8 69.8 59.0 51.6 66.5

Effect of privatization on overall image of LHDd

Improved 61.5 46.9 64.8 59.7 64.6 58.7
Worsened 5.1 2.0 3.7 3.2 3.1 3.7
No change 23.1 42.9 27.8 30.6 23.1 29.7
Don’t know/inconclusive: some positive, some negative 9.3 8.1 3.8 6.5 9.2 7.9

aSample sizes reported in this column are unweighted. All percentages reported in the table are weighted.
bResponses to the question, “How has privatization changed the proportion of time your local health department has to spend on administration and program management? Has it increased,
decreased or stayed the same?”
cResponses to the question, “What effect has privatization had on your staffing? Have you reduced staff? Added staff? Or kept staffing at about the same size?”
dResponses to the question, “How has privatization affected the overall image of the local health department?”

Unlike the situation that has confronted
clinical medicine, direct corporate managerial
takeover of basic public health functions is
improbable because there is little comparable
opportunity for dramatic profit. LHDs are ex-
periencing a different form of managerial in-
cursion; namely, they are devoting more time
and resources to managerial and administra-
tive activities as they contract out services to
private organizations.
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